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FOREWQRD

NASTRAN (NASA STRUCTURAL ANALYSIS) is a large, comprehensive,
nonproprietary, general purpose finite element computer code for structural
analysis which was developed under NASA sponsorship and became available to
the public in late 1970. It can be obtainec through COSMIC (Computer Software
Management and Information Center), Athens, Georgia, and is widely used by
NASA, other government agencies, and industry.

NASA currently provides continuing maintenance and improvement of
NASTRAN through a NASTRAN Systems Management Office (NSMO) located at
Langley Research Center, Because of the widespread interest in NASTRAN,
and finite element methods in general, NSMO organized the Seventh NASTRAN
Users' Colloquium held at Marshall Space TFlight Center, October 4-6, 1978.
(Papers from previous colloquia held in 1971, 1972, 1973, 1975, 1976, and
1977 are published in NASA Technical Memcrandums X-2378, X-2637, X-2893,
X-3278, X-3428, and X~-2018, respeclively.,) The Seventh Colloguium provides
some comprehensive general papers on the application of finite element methods
in engineering, comparisons with other approaches, unique applications, pre-
and post~processing or auxiliary programs, and new methods of analysis with
NASTRAN.

Individuals actively engaged in the use of finite clements or NASTRAN
were invited to prepare papers for presentation at the colloguium, These papers
are included in this volume. No editorial review was provided by NASA, but
detailed instructions were provided each author to achieve reasonably consistent
paper format and content. The opinions and data presented are the sole
responsibility of the authors and their respective organizations.

Cochairmen:

Deenc J, Weidman, Manager
NASTRAN Systems Management Office
Langley Research Center

Hampton, Virginia

and
Robert L. McComas

Marshall Space Flight Center
Huntsville, Alabama
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N78-32467

DYNAMIC STORAGE EAPANSION IN NASTRAN

Edwin N. Hess
Lockheed Electronics Co., Inc.

SUMMARY

Some functions of NASTRAN require a large block of working storage to
execute. The method of meeting this requirement, because of insufficient data,
has been to specify in advance an excessive amount to avoid a fatal exit. A
method has been developed at the Lyndon B. Johnson Space Center (JSC) to calcu-
late the amount of working space needed for the analysis and to inform the
analyst of this data or, in the case of UNIVAC computers, to acquire this extra
storage and continue the analysis.

INTRODUCTION

The design philosophy of NASTRAN dictated a completely open-ended design
whenever possible. The use of a “ixed dimensicn for large arrays was outlawed
since this 1imited the size of the analysis that could be solved. Instead,
modules were programmed to ~1locate space as required and to use spill Togic to
tiransfer data to scratch file if working space was Timited.

The first public release of NASTRAN for the UNIVAC 1100 computers

{(Tevel 11} assumed a limitation of direct addressing of 65,535 words. The
HICORE system, which allowed indirect addressing of up to 262,143 words, was
developed on level 12 NASTRAN at JSC. The UNIVAC computers were then competi-
tive. As structures became larger and more complex, la-r2r amounts of storage
are required. The amount of working space for a particuifar analysis has been
left to the analyst, with disastrous results. Either there was "insufficient
core", Teading to system fatal message 3008, or more working space than that
required was attached and computer throughput and turnaround time suffered.

At JSC, fatal message 3008 has been changed to reflect the amoun® of work-
ing space required by the offending subroutine. Going beyond this, the branch
to message 3008 was changed to branch to increase the space dynamically, and
continue processing. The extra working storage required by a particular
analysis is not necessarily that required to eliminate spill logic. We have
found that spill may be economically advantageous in regards to extra time as
opposed to an outrageous amount of working storage.

The subroutines mentioned will be ejther matrix subroutines which may be
used by more than one module or module subroutines which are an exclusive part
of the module. Utility and executive subroutines are not included except for
changes necessary for the analyst's information. The term "working storage" is



used jnstead of core, and the word "problem" to mean analysis is avoided, A
problem is encountered when an analysis fails,

FATAL MESSAGE 3008 (ref. 1)

System fatal messages usually consist of three parameters:

1. The message number

2. The data block name

3. The subroutine name

In the case of message 3008, the second parameter is not used, but is always
set to zero, and the message reads:

SYSTEM FATAL MESSAGE 3008 - INSUFFICIENT CORE FOR SUBROUTINE NNN

Subroutine MSGWRT was altered to skip the FNAME call, which recovers the
data block name, and the message rewritten to read:

SYSTEM FATAL MESSAGE 3008 - MMM ADDITIONAL CORE NEEDED FOR SUBROUTINE NNN

MODULE MODIFICATIONS

Mast module and matrix subroutines have at least one branch to message
3008, but the majority of these are only safety valves and will not be taken if
the working storage length is in the range of 20,000-25,000 words, which is the
case when the UNIVAC is operating at the default core size of 65,536 words.

McCormick
arrived at the

Group O

Group 1

Group 2

Group 3

and Redner {ref. 2) studied the module core requirements and
following categories:

Modules which have no requirements of open core

Modules which require space for vectors or tablies which do not
exceed eight times the number of grid points in the model and do
not provide spill.

Modules which require space for tables or matrices of variable
size. Spill logic may be provided.

Medules for which the working space requirements are established
by one or more matrix routines. Spill Tlogic is usually present.

This information was used to determine which subroutines were likely to
need additional working space. The decomposition subroutines rea) symmetric,



real unsymnetric, and complex require the largest space. The group 2 modules
were also studied as to the working storage required.

Most subroutines have a preface section where file assignments and working
space are calculated from table and matrix trailers. A calculation of working
space is made with the result of a fatal message when insufficient. A simple
change in these subroutines to add the second parameter in the call to subrou-
tine message will give the analyst additioral information of core requirements
for subsequent analysis. Most of the matrix subroutines in group 3 were modi-
fied to state the amount of additional working space required.

Another method of calculating working storage is to read a record into
working storage where the full record must be in core. If the number of words
available is filled before the end of record is reached, the call to fatal
message 3008 is taken. The following branch was added:

1. Reset the address of storage
2. Read the remainder of the record

3. The number of words read on the subsequent call(s) to read is the
amount of insufficiency

This is necessary in modules such as TA1 (subroutine TA1A). This method
is also used in subroutine XSORT as it prepares the continuation card dic-
tionary. A correction was made by inserting a count, from which the space
requirements could be calculated, of the continuation cards as they were read
on the first pass through the bulk data cards.

Some care must be taken when using the results given by this message. On
a large static analysis we found the following storage requirements:

TAl 80,000
RBMG2 90,000
55G3 103,000

TYPICAL SUBROUTINE (SDCOMP)

Decomposition of a symmetric matrix is performed in steps by rows, The
row under consideration is called a pivotal row. The contribution of the pivot
row into each row of the resulting matrix is dependent upon the active (non-
zero) column elements of that row and are combined with the corresponding
column positions of the other rows. A1l computations can occur without spill
if sufficient space is available to contain a triangular matrix whose row
dimension is equal to the maximum number of active columns. When sufficient
space is not available, the spill logic divides the triangular matrix into
spill groups containing consecutive rows which will fit into the available
space. It is expected that a reasonabie compromise between time and space can
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be realized by requesting sufficient working storage to contain a triangular
matrix with a dimension equal to the average number of active columns, This
scheme would allow for the majority of processing to be contained in core and
allow spill for the larger pivotal rows (see fig. 1).

Current preface procassing of SDCOMP involves the organization of working
storage and the determination of spill groups. Before beginning computational
processing, statistics gathered during the preface are printed for the user's
information. The statistics reported include:

0 Maximum number of active columns

0 Space required to eliminate spill

o Number of spill groups

o Average number of rows in each spill group

Tests on a Space Shuttle analysis were made to determine the costs of
spill to conform to available core, as shown in the following table. A

decreasing benefit was derived after a certain point which shows eliminating

spill is not beneficial. The figure for additional core should be that needed
for the average column.

Storage size total (K) Percent increase Time in SDCOMP Percent decrease

65 1520
80 22 992 53
137* 7l 657 50

*Required to eliminate spill.

The choice of subroutine SDCOMP as being typical was made because of the
completeness of calculating optimum working space. This same method is used in
subroutine GENVEC, which is & slave of both real unsymmetric and complex

decompositions. Spill has not been calcuiated into requirements of any other
subroutines at this time.

DYNAMIC CORE ALLOCATION

The ability to dynamically extend main storage without terminating an
execution is available on the UNIVAC 1100 computers. This function has been
successfully implemented at JSC.

The calls to message 3008 were changed to call a computer dependent sub-
routine EXPAND, reset necessary parameters, and return to the beginning of the



subroutine. Figure 2 shows the subroutine SDCOMP flow as regards dynamic
expansion.

The design requirements of subroutine EXPAND were as follows:

o Provide for Tevels of expansion

o Access the UNIVAC 1100 function MCORES$

0 Place a Timit on expansion

0 Provide for moving the contents of reserved storage

0 Restore the contents of reserved storage

o Inform the user of the expansion

Levels of expansion were provided in case a matrix subroutine {SDCOMP)
needed additional working storage after a module subroutine (INVPWR) had
requested additional working storage and, as in these cases, the moduie sub-
routine reserves a section of storage not available to the matrix subroutine.
Figure 3 shows a typical map of working storage area.

The 1imit on main storage is required by the addressable 1imit of 262,143
or by the computer facility.

The subroutine that requires additional working space calls EXPAND with
the following parameters:

o Address of working storage

o Additional storage required

o Length of working space currently available

o The calling subroutine name

An additional entry into subroutine EXPAND {SHRINK) is called before
exiting to provide for the restoration of the contents of the reserved area to
its original position and to reduce the level index.

A new call tc the 1100 executive (LCORE$)} was made on each reentry into

the main Module driver subroutines XSEMii. This provided for the release of
core to its default value following each module.



MODIFICATION TECHNIQUES

Executive and Utility Modifications

The use of the system data block (ref. 3, section 2.4.1.8) was expanded to
store the following data:

31 Current length of main storage

35 Maximum length of main storage

36 Default length of main storage

57  First level length of assigned main storage

58-61  Subsequent level lengths of assigned main storage

Two functions were added to the computer dependent subroutine MAPFNS
(ref. 3, section 5.4.7) to execute the executive requests to MCORE$ and LCORES.
These were labeled GETCOR and RELCOR, respectively.

Subroutine MSGWRT was modified to skip the call to subroutine FNAME for
message 3008 and to write the modified message. This change is computer
independent.

An additional line was placed in subroutines XSEMii to call subroutine
RELCOR on each return from a module execution.

Matrix and Module Subroutine Modifications

When a call to subroutine EXPAND is necessary, all files must be closed
before returning to the beginning of the subroutine to reexecute the preface.
The GIND buffers will be reassigned, Care must be taken that files opened
previously be closed without rewind and reopened without rewind. This is the
case of the FG file in module SSG1 (Static Solution Generator, Phase 1). This
load vector file is epened in subroutine SSG1 and the load vectors written by
subroutine EXTERN for the external load vectors and by subroutine EDTL for the
element deformation and temperature load vectors. Either EDTL or EXTERN may
require extra storage.

If a matrix subroutine is denied the use of a section of upper storage,
the additional storage requested must be at least as large as the total Tength
of the GINO buffers to prevent GINO error 1151 (buffer overiaps a previously
assigned buffer). GINO will remember the address of the buffer in the reserved
area and prohibit this area to be used as a buffer again.



RESULTS

Dynamic expansion has been successfully demonstrated in static and normal
modes analysis from the following modules and/or subroutines. These subrou-
tines reflect the size required by the analysis by their varying needs and
hence are calls to the prime candidates for calculating the required working
storage and the improved message 3008:

Hodule Subroutines
READ INVPWR

SDR2C
SDR2 {

SDR2D
SSG1T EDTL
RBMG2 S30MP
SS8G3 MIYAD
XSORT AGURT

The following subroutines have haa the call to subroutine MESAGE changed
but have not called for increased storage and are therefore untested.

RCOVB TRDIAZ
AMG TRHT
PARTN FONTL
TRD TRNSP
TRDIA INVP3

GENVEC (preface for both DECUMP and CDCOMP)

A1l of the above subroutines should calcuiate the storage requirements and
relay this information to the analyst on all computers.

CONCLUDING REMARKS

The improvement in user fatal message 3008 is a useful tool to the analyst
and is a guide to total main storcge requirements of an analysis. After this
improvement to the message, a zero value of additional storage is an alert to

the system programmer that the minor change in the offending subroutine is
desirable.



For the sake of keeping the computer independence, it is recommended that
a call to the vumputer dependent subroutine EXPAND be made in all cases of
insufficient main storage. This subroutine would then directly make the call
to subroutine MESAGE for those computers where the insufficiency is fatal.

A11 of the areas of storage insufficiency have not been discussed; others
are anticipated as the structural models get larger and other paths through
NASTRAN, particularly dynamic analysis, are explored.

Further work on the storage requirements should include earlier detection
of insufficient size. Table trailers are sparsely used and could, in some

cases, be used to cause an earlier demise of an analysis that has insufficient
main storage.

REFERENCES

7. The NASTRAN User's Manual. NASA SP 222(03), July 1978, Section 6.2.2.

2. McCormick, C. W., and Redner, K. H.: Study of Moditications Needed for
Effective Operation of NASTRAN on IBM Virtual Storage Computers. NASA
CR-2527, April 1975,

3. The NASTRAN Programmer's Manual. NASA SP 223(03), July 1978.



( smaer )

PREFACE
PHASE

MIN SPACE

(£

COMPUTE
SPACE
FOR

AVAIL.

NO
WORKING SPACE »r
PRINT
STATISTICS
COMPUTATIONAL
PHASE
Figure 1. — Storage Calculation

¥ith Spill Optimizat

3

AVERAGE
ACTIVE
CCLUMN
- -

I

CALL MESSAGE
3a08

on {SDCOMP).



0t

<G—
P — - A ]
] PREFACE
| PHASE l

R |

IS
OPEN SPACE

NO

AVAIL.

GROUPS < 10

PRINT
STATISTICS

r — —— — ﬁ
|COMPUTATIONAL |
.PHASE |

Figure 2. — Dynamic Expansion With Spill Optimia Optimization (SDCOMP).

NO

YES

COMPUTE

SPACE REQUIRED
FOR AVERAGE
ACTIVE COLUMN

iS
SPACE
ALREADY

AVAIL.

ALLOCATE
STORAGE




ORIGINAL
AREA 1
WORK
OPEN AREA
CORE
AREA 2
GINO BUFFERS
AREA 3%
RESERVED

v

EXPANDED

L

GINO
¥ This area, if present, must be restored to its BUFFERS
original addvess before exiting the subroutine AREA 3
which triggered expansion. MOVED
Figure 3. — Open Core Allocation Subroutine Any.

11



THIS PAGE INTENTIONALLY LEFT BLANK.

o .



]Jjg_

N78-32468

NASTRAN COMPUTER RESOURCE
MANAGEMENT FOR THE MATRIX DECOMPOSITION MODULES

Charles W. Bolz
Computer Sciences Corporation

SUMMARY

Detailed computer resource measurements of the NASTRAN matrix decomposi-
tion spill Togic were made using a software input/output monitor. These
measurements showed that, in general, job cost can be reduced by avoiding spill.
The results indicated that job cost can be minimized by using dynamic memory
management. A prototype memory management system is being implemented and
evaluated for the CDC CYBER computer.

INTRODUCTION

The early large structural analysis programs were designed for second-
generation computer systems that were severely core-limited, requiring struc-
tural programmers to develop ingenious strategies for using mass storage to
extend the range of solvable problems. It was for such a computer that NASTRAN
was initially developed, and the matrix decomposition code with its efficient
spill logic was a singular achievement in numerical analysis software. As
NASTRAN was implemented on third generation computers which allowed muiti-
programming, such as the UNIVAC 1108 and the CDC 6000 series, it remained
expedient to use as Tittle central memory as possible in order to maximize over-
all system efficiency. However, present day computers such as the CDC CYBER 175
and the UNIVAC 1110 have very large, fast, low-cost semiconductor memories, and
excessive mass storage usage can rapidly degrade overall system efficiency and
increase job cost. It therefore becomes important for the user to select an
optimum memory region size for his problem.

In order to accurately assess the effects of memory region size on I/f
utilization and job cost, a software monitor was developed to measure I/9
volumes by file on CDC CYBER computers. Spill volume statistics were accumu-
lated for the SDCPMP and CDCPMP matrix decomposition modules using NASTRAN
Level 17.0.0 on the CDC CYBER 175 under the NPS 1.2 operating system. These
statistics were interpreted using job cost accounting relations typical of CDC
and UNIVAC systems. The results suggested that a dynamic memory management
system designed to avoid spill would be cost effective, and a prototype system
is being implemented on the CDC CYBER.
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SPILL

Matrices to be decomposed by NASTRAN are normally sparse banded matrices
with relatively few terms away from the band. During the decomposition, it is
desirable to have all the non-zero terms of a row, and all the non-zero terms
of the triangular factor generated by reduction of that row, in main memory.

If this is possible for each row, then the matrix need be read in from second-
ary storage only once during the decomposition, and the factorized matrix
written out. If insufficient memory is allocated, however, intermediate results
muet be stored on spill files., Numerous passes through the spill files may be
required to perform the decomposition.

The matrix decomposition and spill logic is described in detail in refer-
ences 1 and 2.

JOB COST ACCOUNTING ALGORITHMS

The astute NASTRAN user interprets computer resource utilization guide-
lines in terms of job cost, as assessed by his installation accounting algo-
rithm. Resuits presented in this study are interpreted in terms of two
accounting algorithms: one used commoniy at CDC installations, and the second
at UNIVAC sites.

Many factors go into an accounting algorithm, but for NASTRAN execution
only central memory used (CM}, central processor-unit time {CPU), and mass
storage input/output transfers {I/@) are important. In terms of these
resources, the CDC accounting formula may be generalized as

Cost = (1 + C1 CM) (C2 CPU + 83 I/Q)C4
and the UNIVAC relation as
Cost = CM (02 CPU + Cq 1/B)C,

where Lo and C3 are functions of the CPU and mass transfer device speeds. The
constant C] is set by the CDC NPS operating system at 0.007 per 512-word block.
The dollar muitiplier, Ca» is installation dependent, so all matrix decomposi-
tion costs presented in this study are normalized to the no-spill case.

IBM accounting formulas vary with installation and operating system, so

the IBM user should interpret the results presented in terms of his particular
system.

11



THE TI/@ MONITOR

The basic utility for this study is a software monitor which was originally
developed by the author for analyzing the I/@ usage of programs running under
the CDC SCPPE operating system. The monitor decodes all I/@ requests and
records, by data block, the type of request and the number of physical records
transferred between central memory and mass storage. The record is printed at
the end of each module, as shown in Figure 1.

As adapted for the COC version of NASTRAN, the I/@ monitor is called from
XIBRTNS, which is the interface between GIN@ (General input/output) and the
operating system {(ref. 3). The monitor was validated by checking the total
I/0 volume printed out against accounting log (dayfile) statistics for each
NASTRAN run. Since the monitor itself occupies only 350 words of CYBER 175
memory, and uses about 20 microseconds of central processor time per I/
request, it has negligible impact on the job environment.

THE COMPUTER RESOURCE UTILIZATION STUDY
Complex Decomposition

Two problems were chosen for study. The first is a complex eigenvalue
analysis of a gas-filled, thin elastic cylinder (NASTRAN Demonstration Problem
7-2-1 of reference 4). This case requires decomposition of an order 390 com-
plex matrix, and can be solved by NASTRAN in a reasonable memory region oniy
by using the determinant method. This particular problem was the impetus of
the present study. When it was run on an IBM $/360-95 under the Multiple
Variable Tasking (MVT) operating system with a memory region of 410000 bytes,
an I/@ timeout resulted after twenty minutes I/@ time. When the region size
was increased to 500000 bytes, the I/@ time was less than five minutes.

Computer resource requirements for this problem are shown in figure 2, and
dramatically illustrate the effect of spill on resource utilization. As long
as memory region size is small enough to require spill, I/@ volume and CPU time
are steep inverse functions of open core {scratch memory)} size and job cost
(as measured by the CDC accounting algorithm) is decreased by increasing core.
But once sufficient open core is provided to avoid spill, CPU and I/@ utiliza-
tion remain constant, and job cost increases with increasing memory size.

Real Symmetric Decomposition

The second problem chosen is the static analysis of a long, narrow ortho-
tropic plate, based on NASTRAN Demonstration Problem 1-4-1 of reference 4.
This problem is useful for study because data can be readily generated for a
broad range of grid sizes. Probiem sizes ranging from 128 to 1100 active



cojumns were studied, (For a given memory region, spill is closely related to
the nunber of active columns.) These were produced by grids of from 300 to
2100 points, generating matrices of order 760 to 4990, respectively.

A problem size of 277 average active columns, generated by a grid of 660
points, resulting in a matrix of order 1660 was selected for detailed investi-
gation. This problem has spill characteristics typical of large user problems
commonly analyzed using NASTRAN. The grid is comparatively small; however for
problems of similar spill behavior, CPU and I/@ resource utilization are lin-
early proportional to matrix order for a constant memory region.

Results for this case are shown in figure 3 in non-dimensional form, nor-
nalized to the conditions at the open core size where spill is no Tonger re-
quired. The outstanding feature of figure 3 is the I/P required by spill. At
an open core size of 50% of that required for in-core reduction, 1/@ volume
is seven times that required for in-core reduction. The CPU time curve illus-
trates that, refined as the symmetric decomposition spiil logic is, considerable
computer time is used processing spill I/@. And the cost curve shows that the
cost penalty incurred by using more open core is more than compensated for by
the reduced I/@ and CPU resource requirements,

To lend perspective, a cost curve was developed for a typical UNIVAC 1110
system, where cost is directly pronortional to memory used, and I/@ is rela-
tively less expensive. This curve is not as dramatic as the CDC curve, but
sti11 shows the importance of increasing open core to minimize spill.

DYNAMIC MEMORY MANAGEMENT

When matrix decomposition dominates a NASTRAN problem, the foregoing dis-
cussion indicates that computer resource utilization can be minimized by
requesting sufficient core to avoid spill, if possible. For typical problems,
howaver, matrix decomposition is only part of the solution procedure. This is
illustrated by the problem described in Table 1. The decomposition of the
order 7000 matrix without spill would require a memory region of 160,000 deci-
mal words on a CYBER 175, which is 30,000 words more than is available to a
singie program. But the decomposition step is only about 40% of the computa-
tional effort. Ancther 50% of the computation can be performed in 50,000 words
core, and the remainder in 70,000.

This suggests that an ideal strategem to reduce computer costs would be to
dynamically manage memory to give each module only the core it needs. Direct
implementation of this idea would present a formidable task - 160 NASTRAN mod-
ules to be modified. However, the results presented in Table 1 indicate that
most of these modules - input, sort, geometry processing, element matrix assem-
bler and generator, etc; require a small memory region, and suggest the
following three-phase memory management scheme.

(1} Execution of each module is attempted in a small memery region.
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(2) Modules which can be expected to have Targe memory requirements
compute and request the needed core.

{3) Any other module which runs out of core while executing has its
memory region expanded to a predetermined intermediate size.

CDC IMPLEMENTATION OF DYNAMIC MEMORY MANAGEMENT

The dynamic memory management scheme described above is being implemented
on the CDC CYBER 175 as follows.

(1) The user specifies to NASTRAN an initial and a nominal memory region
size.

(2) Before invoking each module, the link driver (XSEM) routine calls a
subroutine MEMMGR (memory manager) to reset the memory region to its
initial value.

(3) The matrix decompositicn routines call MEMMGR to obtain the open
core needed to execute without spill. If insufficient memory exists,
all available memory is obtained.

(4) Modules that run out of open core normally issue an error abort call
to subroutine MESAGE. This call is intercepted by MEMMGR, the nomi-
nal memory region is assigned, and control returned to the calling
module. ({Note that this requires that the call to MESAGE be an in-
tine call).

This scheme is being tested using the cases of figures 1 and 2 and Table 1.
The predicted cost savings are shown in figure 2. These cases indicate that
dynamic memory management to avoid spill can reduce job costs significantly.

CONCLUSION

An input/outout monitor was developed for the CBC version of NASTRAN which
allows detailed analysis of computer resource utilization of the matrix decom-
position modules. This analysis shows that for typical accounting algorithms,
job costs can be reduced by avoiding spill in the decomposition. Analysis of a
typical problem indicates that dynamic memory management could further reduce
overall job cost.
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TABLE 1

THERMAL STABILITY STUDY

Order of Matrix = 7215
Average Active Columns = 238

[V

Maximum Active Columns = 505
Three Spi11 Groups
3. (1) Memory Region

Operation €PU, seconds 1/0, 10°PRU (60 bit words)
Input Processing 49 16 52000
Geometry Processing 14 20 52000
Element Matrix Processing 140 81 52000
Constraint Elimination 183 25 52000
Decomposition 307 167 98000(“)
Static Solution Generation 70 81 66000

Totals 736 380

(1) One PRU = Sixty-four 60 bit words

(2) The decomposition would require 160000 words without spill
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TABLE 2

NASTRAN DYNAMIC MEMORY MANAGEMENT ON THE CYBER 175
EXPECTED RESQURCE UTILIZATION AND COST SAVINGS

Memory Region CPU 1/9 Cost Savings
Problem (103 word) {seconds) (]O3PRU)(]) (Percent)

Demo Problem 7-2~1 52 45,3 12.4

74 242.8 49.2 2.5%
Demo Problem 1-4-1 52 49.6 34.7

94 66.3 26.9 12.7%
Thermal StabiTlity Study 52 386 142

66 70 81

9g{2) 307 157 14.3%

(1) One PRU = sixty-four 60 bit words

(2) The decomposition would require 160,000 words without spill
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ADDING STRESS PLOT FUNCTICN TO NASTRAN

Shunichi Katoh
IEM-Japan

ABSTRACT

Stress plot function was developed and added to the NASTRAN level 15.35,
the latest level avallable at IBM-Japan. Computed stress distribution can be
displayed by this function, with vectors showing the principal stresses of the
finite elements over the specified portions of the structure.

First, NASTRAN is reviewed 1n the aspect of plotting capabilities. Stress
tensor field is examined in preparation of stress display. Then the stress plot
funetion as added to the NASTRAN 1s described., A sample plotout by this funec-
tion is shown.

PLOTTING CAPARILITIES OF NASTRAN

There is no question that plotouts are much more effective than printouts
for the users to grasp global state of computed results. Plotted outputs are
often included in analysis reports.

NASTRAN has extensive plotting capabilities. The level 15.5 can generate
the following kinds of plot (ref. 1):

1. Undeformed geometric projections of the structural model.

2, Static deformations of the structural model by either displaylng the
deformed shape (alone or superimposed on the undeformed shape), or
displaying the displacement vectors at the grid points (superimposed

on either the deformed cor undeformed shape).

3. Modal deformations resulting from real eigemvalue analysis by the same
options stated in the above item.

4. Transient deformations of the structural model by displaying either
vectors or the deformed shape for specified points of time.

5. X-Y graphs of transient response or fregquemncy response.
6. Tapological displays of matrices.
Structure plots (items 1-4) are available by either orthographic, perspec-
tive, or stereoscopic projections. Users can specify portions of structure to

be plotted by SET definition cards. Various parameters can be specified or de-
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faulted.

Examining the above ligt, we notlece that, in spite of versatility of the
NASTRAN pleotting capabilities, we cammot get stress distribution display, which
is often more necessary than deformation display and 1s desired by many NASTRAN
USEers.

Contour plot function is reported to have been added to the current level
NASTRAN, to which the author doesn'l have access. It is useful for displaying
a scalar field (a single-valued function over a field) such as temperature dis-
tribution, but seems to be insufficient for a vector ov tensor fileld such as st~
ress distributfon. After some study, the author developed the stress plot fune-
tion as will be introduced.

STRESS TENSOR FIELD

Stress distribution is a tensor fileld over a structure, And distribution
of principal stress is a complete expression of the field. Numerically, a st-
ress tensor at any point of a structure is described with a real symmetric ma-
trix in reference to an orthogonal coordinate system. The eigenvalues and the
unit eigenvectors of the matrix are the magnitudes and the unit direction vec-
tors of the principal stresses at the point. Llet the expression "principal sc-
ress vector'' mean the unit eigenvector multiplied by the corresponding eigen-
value. Because the aripinal matrix is completely represented by the eipenvalues
and eigenvectors, the stress tensor is completely expressed by the principal st-
ress vectors as defined above.

Therefore, stress distribution can be displayed with prinecipal stress vec-
tors at a number of points well scattered over the structure, Solution of a fi-
nite element structural program like NASTRAN gives us ready material for such
display with the principal stresses at each structural element.

THE STRESS PLOT FUNCTION -

Overview

Ir order to assist NASTRAN users in the interpretation of output, the st-
ress plot function was developed and added locally to the NASTRAN level 15.5 at
IBM-Japan. It was not designed as a postprocessor but was incorperated into the
structure plotter of the NASTRAN in order to utilize the versatile capabilities
of the existing structure plotting routines and to make the expanded usage sim-
ple and natural extension keeping uniformity. Any of the original capabilities
were not deleted.

By this function, computed stress distribution is d.splayed with principal
stress vectors of the specified finite elements. The portion of the structure
is drawn underlying. Computed principal stress vectors are drawn on each struec-
tural element,
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Stresses to be Displaved

For the one-dimensional elements ROD, CONROD, TUBE and BAR, the average ax-
fal stresses ave displayed. VFor the two-dimensional elements TRMEM, TRPLT,
TRIAL, TRIAZ, QDMEM, QDMEML, QDMEM2, QDPLT, QUADL and QUAD2, the principal fiber
stresses acve displayed., Z1 or 22 can be wpecified to calculate the stress at
the corresponding fiber distance from the mid plane for each two-dimensional
tvlement that has bending stiffness. 1t makes possible to take the stress due to
the bending moment as well as the membrane stress into consideration,

It is difficult for viewers to prasp the directions of the three principal
stress vectors of a three~dimensional stress tensor by means of the two-dimen-
sional display. The condition that they ave mutually perpendicular is a helpful
but Insufficient information to restore the three directions uniquely. TFor
three-dimensional elements TETRA, WEDGE, HEXAl and HEXA2, a convenient method is
recommended instead. Users atrach two-dimensional elements on appropriate sides
of three-dimensional elements, and specify the two-dimenslonal elements rather
than the three-dimensional elements for plotout of stresses. If the two-dimen-
sional elements are thin enough, their stiffness is completely neglected in the
computation of accumulated stiffness because of the finlte precision of comput-
er arithmetic. By this technique, stresses are obtained on sides rather than
at the centroids of the three-~dimensional elements.

Implementation

The functional module PLOT was modified: flve existing subroutines DPLOT,
PARAM, PLOT, HEAD and DRAW in the module were modified, and two GETSTR and
DRWSTR were added. The number of input data bloeks for the module was increased
by one. The Module Property List (MPL) and the Rigid Formats were wodified ac-
cordingly (ref. 2). The modification of Rigid Format 1 could have been expressed
in the following form of ALTER packet in Executive Control Deck (ref. 1):

ALTER 15,15

PLOT  PLTPAR,GPSETS,RLSETS,CASECC,BGPDT,EQEXIN,SIL,,,/
PLOTX1/V,N,NSIL/V,N,LUSET/V,N, JUNPPLOT/V,N,PLTFLG/V,N,PFILE §

ALTER 123,123

PLOT  PLTPAR,GPSETS,ELSETS,CASECC,BGPDT,EQEXIN,SIL,PUGVL,,0ES1/
PLOTX2/V,N,NSIL/V,N,LUSET/V,N,JUMPPLOT/V,N,PLTFLG/V,N,PFILE $

ENDALTER

In the new tenth position of input data block section, substituted is the
data block OES1l, which corresponds to user's request for element stress output.
This is the source which supply computed stresses to the functional module,

New Parameters

Several parameters were added for use in plot request packet. They arve
listed and explained subsequently, in the same way as the existing plot parame-
ters are in reference 1.
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MAXIMUM STRESS s

PLOT [{STATIC DEFORMATION! £1,12...| ... [MAXIMUM STRESS s] ... ,
MODAL STRESS
TRANSIENT
... [PENS t,c] ... [21]
72

MAXIMUM STRESS card (s interpreted by the modified PARAM subroutine. 1t
must alweys be included if stress is to be plotted. The value of s represents
the length to which the maximum absolute principal stress 1s scaled in each sub-
case. It must be specified in units of structure. This card for stress plot
corregponds to the MANIMUM DEFORMATION card [or deformation plot.

New parameters in expanded PLOT logical card are interpreted by the modifi-
ed PLOT subroutine.

Non-zerc integers following the new keyword STRESS refer to subcases that
are to be plotted. Zero to request underlying drawings is not used in stress
plot request because stress plot always includes underlying drawings.

Real number following the keywords MAXIMUM STRESS Ls used as the maximum
principal stvess value in scaling the stress vectors for all subcases. Each
subcase is separately scaled according its own maximum 1 this itew is absent.
This parameter in PLOT card for stress plot corresponds to the MAXTMUM DEFORMA-
TION parameter in PLOT card for deformation plot,

Two integers follewing the keyword PENS identify pens to be used to draw
tensile and compressive principal stress vectors regpectively. Pen selection
had been activated for our pleotter routine before., Pen 1 is always used for
underlying drawings.

Z1 and Z2 select fiber distances from the mid planes of two-dimensional
elements that have bending stiffness, where stresses are to be calculated.

Headings
For a [rame of stress plet, in the bottom line "STATIC STRESS ... " is
written instead of "STATIC DEFOR. ... ". 1In the top line "MAX-STR.'" with the

maximum absolute principal stress value is written instead of "MAX-DEF." with
the maximum absolute component of deformation. These are done by the modified
HEAD subroutine.

Underlying Drawings

Underlying drawings of structures for stress plots are written by the wmodi-
fied DRAW subroutine like those for deformation plots. Therefore, parameters
applicable to underlying drawings are common.
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Plot of Principal Stress Vectors

Computed principal stiresses are fetched and plotted by the added subrou-
tines CGETSTR and DRWSTR under control ol the modificd PLOT subroutine, A prin-
cipal stress vector is plotted in the shape of an arrow having heads at both
ends,  The garrow is located so that the middle peint of the shalt expediencly
coincides with the gravity center of the vertices of the finite element, The
divection of the arrow {s that ol the princlpal stress. The length of the shaft
is proportienate to the magnitude of the principal strese. The size of the
heads 1s also proportionate.

The heads are outward if the prlaclpal stress is tensile, and inward if
compressive., Heads are drawn not as triangles but as trapezoids Iin order to
avold Indistinctness ol positions of the apexes of triangles when plotted. It
is well known that a shaft looks to have different length if triangular heads
are attached in twe ways, outward and inward for cowparison. To aveid this op-
tical illusion, outward heads are drawn slender, and inward ones [lat. When the
absolute values of tension and compression are equal, the outward and the inward
heads with equal areas have their centrolds equally apart f[rom the connecting
points with the shafts.

Projection

Stress urrows are projected orthopraphically or perspectively along with
undervlying drawings.

Upon request, prejected sizes of arvows can be retained to be proportionate
to the magnitudes of principal stresses as before projection. Then users can
compare magnitudes of principal stresses by measurlng the projected sizes. For
natural appearances viewing pavameters should be so specified as the projection
plane does not wmake large angles agaiunst significant principal stresses.

SAMPLE

Figurc 1 was drawn by the stress plot function, kelated part of the plot
raquest packet was as lollows:

ouTPUT(PLOT)
SET 1 ALL

PERSPECTIVE PROJECTION

MAXIMUM STRESs 10.0

VIEW 0.0 45.0 0.0

FIND SCALE SET 1 OR1IC 1

PLOT STATIC STREsSS 3 SET 1 Z1 ORIG 1 PENS 2,3

Pen L (black) was used for headings and underlying drawings, Pen 2 {blue)
for tensile privcipal stresses, and Pen 3 (red) for compressive ones,
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CONCLUDLNG REMARKS

Utilizing exdisting capabilities of the NASTRAN structure plotter, stress
rlot function was developed and incorporated into the NASTRAN level 15.5 with
relatively little effort, But it provides effective means for us to grasp glo-
bal state of computed results.

REFERENCES
1. bdcCormick, C. W. (Ed.): The NASTRAN User's Manual, NASA §P-222(01), with

Level 15.5 Supplement, May 1973.

2. The NASTRAN Programmer's Manual, NASA SP-223{01), with Level 15.5 Supplement,
May 1973,
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TYPICAL USES OF NASTRAN IN A PETROCHEMICAL INDUSTRY

J. Ronald Winter
Tennessee Eastman Company

OBJECTIVE

The two major objectives of this report are (l) to present a summary of
the typical uses of NASTRAN in a petrochemical industry and (2) to describe
the unique envirorment in which the program is used at the Tennessee EBastman
Company (TEC).

BACKGROUND

NASTRAN is principally used at TEC to perform faillure analysis and
redesign process equipment. In addition, 1t is employed in the evaluation of
vendor designs and proposed design modifications to existing process equipment.
Its direct usagz as a design tool is quite limited at this time, but I feel
confident that th?~ area of usage will grow in the future.

NASTRAN usage as a2 failure analysis tool is not unique, but its usage for
this purpese in a production enviromment with primary emphasis on minimizing
lost production due to mechanical/structural failures is probably unique. Its
use in this way means that solutions to sometimes quite difficult problems must
be obtained in relatively short periods of time. This often entails the use of
models with much coarser mesh networks than would normally be desired 1f more
time was available. However, we have found that even with the use of rela-
tively coarse models one can obtain satisfactory results in a minimal length of
time. TIn any event, the vesults obtained are generally superior to those
obtained by hasty, error prone hand calculations that usually require numerous
simplifying assumptions if a solution is to be obtained in the desired time
frame.

We also use NASTRAN on some relatively small problems simply because the
rigid formats available in NASTRAN allow one to perform several different types
of analyses using essentially the same model. For instance, there are numerous
cases where a stress analysis (Rigild Formats 1 or 2), a heat transfer analysis
(Rigid Formats 1, 3 or 9) and a dynamic analysis (Rigid Formats 3, 8, 9, or 11)
are required to insure the complete structural adequacy of a redesigned compo-
nent. In these cases we find this procedure more efficient and more economical
than performing the associated solutions via classical mechanics methods.
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DISCUSSION

In this paper there will be no attempt to pive '"detalled" descriptions of
any partlcular model ovr the results., In general, there will be a brief
deseriptlon of several problems and the associated models, the type analyses
performed on the wodels, a summary of the results and conclusions, and typleal
undeformed and deformed plots. Photos of some failures will also be included.
Some tynical process equipment that has been analyzed vio NASTRAN are listed
below.

Table l: Analyses Discussed in This Paper

Rigid
Description Type Analyses Formats
(1) Large Terved Draft Fan Static, Tnevtial Relief 1,2
{2) Distillation Trays Static, Normal Mode 1
(Orthogonally Stiffened
Plates)
{3) Steel Stacks (Chimmeys) Static, Normal Mede, 1,3,5,8
Frequency Response, Buckling
(4) Large Jacketed Pipe Static 1
Systems
(5% Heat Exchanguers Static, Heat Transfer 1
(Shell & Tube with Single
and Double Tube Sheets)
(6) Large Centrifugal Fans Statie, Normal Made 1,3
(7) Apitator Support Static 1
Structures
Table 2: Analyses Not Discussed in This Paper
Rigid
Desceription Type Analyses Formats
(1) Bimetallic Junctions Static 1
{2) Fan-Motor Shalt Fallures Normal Mode 3
{3) Sigma Blade Mixers Static 1



(4) Orthogonally Stiffened Static 1
Flat Heads

(5) Analysis of Pipe Systems Static, Normal Mode, Forced 1,3,8,9
Response, Prequency Response
(6) Frames and Trusses Static, Buckling X 1,5
(7) Storvape Silos Static, Buckling 1,5
(8) lLarge Dryers/Blenders Static 1
{(9) TPressure Vessels Static 1
(10) Shells Associated With Static 1
Combustion Chawbers

(11) Plastic Vessels Static 1
{12} Cyclones Static, Normal Mode 1,3
(13) Extruders Static 1

Discussion of Analysis Listed in Table 1

(1) TForced Draft Fan Failure

During attempts to balance a large forced draft fan, the unit disintegrated
at a rotational speed of = 900 rpm (15 Hz). The normal operating speed for
this unit is 1200 vpm (20 Hz). See Tigures 1, 2, and 3 For photos of a typlcal
foreced draft Fan and the debris From this Ffallure.

Initially dit was impossible to determine From the resulting debris what
caused the Failure. Several theovies were postulated, but there was insuffi-
cient proof te substantiate any particular theory. This led to a NASTRAN
analysis in an effort to prove or disprove several postulated sequences of
events that could have resulted in the same failure. The NASTRAN model is
shown in Figure 4. Rigid formats 1 (static analysis) and 2 (static analysis
with Inertial relief) were employed. The results indilcated that the highest
stress levels were at the ends of each blade and not in the outer rings. But
the levels were not sufficiently high to cause failure in the absence of a
defect (crack, poor weld, etc.). This led to a careful reexamination of the
blades (see Figure 2). This inspection vevealed that blades made by two
different manufacturers were employed.* The inspection also revealed that only
the blades of a welded construction had broken while the formed blades had not.

*Although the use of twe different blade designs on the same fan is not
desirable, this was found to be a common practice.



Detailed inspection of the ends of the broken blades revealed extremely poor
welding (see Figure 3). The major weld defect was classified as lack of
penetration., Of couvse, other weld defects such ag porosity, undercutting,
ete., were also present but were not of such a severe nature. When the
resulting NASTRAN stress levels at the ends of the blades were multiplied by
the applicable stress concentration factor, the stress levels were more than
sufficlent to cause lailure. Subsequently, several runs were made to investi-
gate the loads assuming one or more hlades had broken. These results indicated
that the failure pattern would be similay to that Indicated by the debris.

(2) Ddistillation Trays (Orthogonally Stiffened Plates)

A distillation tray essentially conslsts of a thin plate supported by
beams. A typical distillation tray is shown in TFigure 5. Numerous fallures
have been encountered with such trays. The failures have been attributed to:

(1) Tatigue associated with norwmal process pulsations (Figuve G).

(2) Resonant or near resonant conditions.

{3) Large pressure pulses due to process upsets, start-ups, etec.
Flashing is a cowmmon problem (Figures 7 and 8).

{4) Corrosion {general attack and speciflic types of attack, e.g., stress
corrosion).

NASTRAN analyses have essentially eliwminated the first two failure
mechanisms and has aided us in designing/specifying trays that are move
resistant to minor pressure pulses., NASTRAN is also used to evaluate vendor
tray designs especially if an unusual design is submitted or if the particular
design is used In a cvitical application.

Typlical tray models are shown in Figures 9 and 10. Typilcal plots of the
first and second modes are shown in Figures 11 and 12.

(3) Metal Stack Analvysis

Due to potential pollution problems, it was desired to add a 15.24 meter
(50 ft.) extension to an existing 30.48 meter (100 ft.) stack. The existing
oil Fired boiller stack is shown in Figures 13 and 1l4. Due to potential vortex
shedding problems, an analysis was requested. The resulting NASTRAN model is
shown in Figure 15. A NASTRAN modal analysis showed that a resonant condiltion
would occur due to vortex shedding at moderate to high wind velocities which
were typical in the particular region. See Figure 16 for the first bending
mode. A static analysis also revealed that the foundation loads were far too
large. Additional analyses revealed that the stack would encounter an ovaling
resonant condition at high wind velocities. Thus, it was shown that the
desired corvective action would require the installation of new stacks.



(4) Jacketed Pipe Analysis

In many situations in a petrochemical plant it is necessary to maintain
the temperature of a product in a pipeline to prevent solidificatiom. The use
of jacketed pipe {(steam in the external pipe, process material in the inner
pipe) 1s often used to achieve this result. In these cases the internal pipe
is typically a 300 series stainless steel while the outer pipe (steam jacket)
is carbon steel. Due to the tewmperature difference between the inner and outer
pipes and the fact that their thermal coefficients of expansions are quite
different one can encounter large differential thermal expansilons. As a result
of these conditions, we have encountered numerous failures with this type of
pipeline in the past. NASTRAN, with the MFC/rigid element capability, is
ideally suited for '"rapid" anzlysis of these type pipelines., A typical pipeline
model is shown in Figure 17. 'The results of a NASTRAN analysis of a vendor's
design before and after the implementation of modifications based on NASTRAN
analyses is shown in Figures 18 and 19. The NASTRAN analyses of several lines
led to the development of a set of general jacketed pipe design guidelines to
be used by engineers and draftsmen. These layout guidelines have virtually
eliminated failures in this type pipeline.

{5) Heat Exchangers

The failure of the tube sheet/flange assembly of several vendor designed
heat exchangers led to a NASTRAN analysis. The typilcal failures encountered in
this case are shown in Figures 20 and 21. The associated finite element models
are shown in Figures 22 and 23. The NASTRAN analysis readily showed that
differential radial thermal expansion was the major cause of failure (see
Figure 24), However, differential thermal expansion between the tubes and shell
wall also contributed to the problem. The units were redesigned based on the
NASTRAN results.

(6) Large Cepntrifugal Fan

The development of cracks in the large centrifugal fan shown in Figure 25
led to the development of a NASTRAN model of a portion of the fan. The basic
model is shown in Figure 26. As expected, the static analysis showed that the
highest stress levels were in the region where the cracks had appeared.
However, the stress levels were not sufficiently high to cause fatigue cracks
to develop in the applicable time frame. This led to a modal (real eigenvalue)
analysis. These vesults revealed the true culprit. A panel natural frequency
existed relatively close to a normal operating frequency. The applicable wmode
shape is shown in TFigure 27. Since the panel frequency was just below the
normal operating frequency, it was established that the fan was being seriously
wamaged during each start-up and shutdown. Until a new fan could be built, it
was recommended that the fan be allowed te run continuously if possible. It
was later established that due to process problems and bearing problems the
unit had been started and stopped numerous times during the period before the
cracks were discovered.
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The NASTRAN analysis established the cause of the failure and served as
the basis for designing a new fan. The model was alsco used to modify the
original fan which now serves as a back-up.

(7) Agitator Support Structures

Inadequate structural supports for large agitators have been diagnosed via
NASTRAN analysis to be the cause of severe shalt wear, premature bearing
failures and cracking of the agitator housings. This problem was resulting in
unusually high maintenance costs. As a result of these analyses, a new design
procedure which accounts for dynamic effects has been developed. A typieal
model of an agitator support system is shown in Figure 28,

CLOSING COMMENTS

From the previously discussed typical uses of NASTRAN, it should bLe
evident that our use of the program is quite broad. Wa have found NASTRAN to
be the only diversified tool preseuntly available which allows the user teo deal
with a very wide variety of difficult problems in a relatively short period of
time. Needless to say, we are very dependent on the capabilities available in
this program.
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USE OF NASTRAN IN A UNIVERSITY ENVIRONMENT

Chuh Mei
University of Missouri - Rolla

SUMMARY

The heavy use of NASTRAN here and abroad has demonstrated its valne as a
resource for siructural and heat transfer analyses. This paper brings another
view of NASTRAN as an educational and research tool in a university. A survey
was conducted in the middle of the 1977-78 school year. Each faculty member of
the civil engineering, engineering mechanics, and mechanical and aerospace
engineering departments was asked to give information on the present (Level 15.3)
and future proujected (Level 17) usage of NASTRAN program. Results from the
survey study are summarized in this paper.

WIDE ACCEPTANCE FROM INDUSTRIES

The NASTRAN systems management office surveyed the user group in May 1974.
Ar that time 2300 users and 5200 CPU hours per month computer time on various
NASTRAN activities were reported (ref. 1). These numbers are probably conser-
vative, since not all users responded and not all users got the questionnaire.
Besidesg, many small engineering companies run their NASTRAN jobs through the
CDC/CYBERNET or Sperry UNIVAC systems. They find that it is more =conomical
and also more convenient. Wide acceptance of the program from the industry has
been observed, and the user community is steadily growing.

IN AN EDUCATIONAL INSTITUTE

One interesting result from the 1974 survey was the large number of non-
aerospace users. They account for more than 75 percent of the total computer
use, This specific non-aerospace group consists of computer and engineering
consulting companies, automobile and manufacturing industries, universities,
etc. However, very little information on NASTRAN use was reported from academic
institutions. Wilkinson discussed his experiences with incorporation NASTRAN as
a teaching tool in undergraduate courses at Louisiana Tech University (ref. 2).
He found that most students tend to be overwhelmed by the magnitude and bulk of
the NASTRAN user's manual. He proposed that a "Mini-Manual" be made available
which describes the essential steps for setting up a NASTRAN job. This has been
accomplished by the release of a '"Condensed Form of NASTRAN" (ref. 3). It is
specifically designed for university instructions and short courses. A more
general view of NASTRAN in several of the university's educational and research
programs at Rolla campus is presented in this paper.
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THE SURVEY

A survey was conducted in several departments of the school of engineerving
at the end of Fall semester 197/7. A questionnaire was sent to each faculty
member of the civil engineering, .ngineering mechanics, and mechanical and
aerospsce engineering departments. The purpose was to gather information on the
usage of NASTRAN programs (Level 15.5) in the school of engineering so that a
conclusion could be reached on whether or not to recommend to the office cf
computing activities the leasing of Level 17 NASTRAN. Responses were obtained
from 27 faculty members. The questions being asked were:

1) Courses presently using NASTRAN.

2) Number of graduate students using the program in their theses.
3} Research projects using NASTRAN.

4) Will use Level 17 in courses and/or research work.

The results are presented in the following section.

FINDINGS

NASTRAN program has been incorporated in twelve undergraduate and graduate
courses as a supplemental teaching tool, Those courses are!

AE 253 Aerospace Structures
AE 351 Intermediate Aerospace Structures

CE 425 Finite Element Application in Structural Design
CE 428 Matrix Methods of Structural Analysis

EMe 300 Vibretion Experiments

EMe 361 Theory of Vibrations

EMe 401 Advanced Topics in LEngineering Mechanics
EMe 405 Numerical Methods of Mechanics

EMe 431 Theory of Plates

EMe 432 Theory of Shells

MeAE 300  Special Problems
MeAR 407 Advanced Macharical Vibrations

Course numbers 399 and below are basically designated for undergraduates,
and, 400 and above for graduate rourses. Instructors have learned from experi-
ence that students with very little computerized structures background are able
to readily grasp thte program's logic and begin solving realistic problems.

This is due to the fact that the program is user oriented with easy input and
extensive ¢rror checks. TFaculty members also indicated interest in using
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NASTRAN in thirteen other courses.

The program is also beilng used as a =~wcarch tool for graduate students on
their thesis work, and for faculty members on varicus research projects,
Thirteen M.5. and Ph.D. thesges have usea NASTRAN for some part of their
analysis. The research problems covered a broad range of engineering areas.
Following are examples of research topics:

Interaccive Graphlcs

Analysis of Power Plant Piping Systems

Nonlinear Analysis of Reinforced Concrete Beams
Vibrations of an Airplane Wing

Stress Concentration Factors in Gears

Fracture Analysis of Rocks

Buekling of Cold-Rolled Steel Thin-Wall Structures

Research grants utilizing NASTRAN computations, totaling in excess of
$250 K, are currently pending. Facrtlty members were unarimously in favor of
the acquisition of Level 17 NASTRAN insteacd : the "Condensed Version".
Considering the extensive use of NASTRAN by both faculty and students, the

choice is obvious. Also, those students with experience using finite element
methods and NASTRAN are enjoying a high level of interest from interviewers.

CONCLUDING REMARKS

NASTRAN program has a significant effect on several of the university's
education and research programs. They have been described and can be summed up
with the [ollowing observations:

1. Supplemental teaching tool in many mechanics and structural
courses.

2. Graduace students use NASTRAN in their theses.

3. Use in research contracts and projects involving NASTRAN
computation.

4., Faculry in favor of Level 17 instead of the "Condensed Version'.

3. BSome experience with NASTRAN is a definite plus for students
seeking employment.
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NASTRAN
FINITE ELEMENT ANALYSIS ACTIVITY AT NORTHROP

Svelinn Thordarseon
Northrop Corporation

SUMMARY

This paper briefly summarizes the NASTRAN-related internal loads support
activity at the Alvcraft Group of the Northrop Corporation, Finite Element
Analysls, in the present form, started at the Aircraft Group In the late six-
ties. NASTRAN was selected as the primary finite element tool for static
analysis in 1972, Extensive pre- and postprocessing programs have been
brought on-line since then to facilitate handling of the massive input and
output data for the program.

In-house evaluation of the varismus analytical capabilities of the MSC
version of NASTRAN, prior to production release, is a continuous effort. The
NASTRAN superelement and subsconic aero features are presently being tested
and brought on-line for production use.

Two examples of recent NASTRAN structural solutions are also presented in
this paper.

INTRODUCTION

Finite Element Analysis in the structural analyses groups at Northrop
started in the late nineteen sixties with the in-house developed NORAN Pro-
gram. This program, although offering a good element library and relatively
fast solution time, suffered from a lack of user-oriented features. Conse-
quently, a changeover to Level 15 of COSMIC NASTRAN was made in 1972.

The MacNeal~Schwendler Corporation (MSC) version of NASTRAN was adopted
as the standard finite element program of the Aircraft Division in 1974. It
has yielded significant improvements in accuracy, user-oriented features,
increased capability for larger more complex solutions, and reduced modeling
and running times.

The responsibility for NASTRAN within the Aireraft Group resides in the
Advanced Structural Computer Methods group (ASCM). The core of the effort
involves the NASTRAN Utilization Improvement effort initiated in 1975 to pro-
vide interactive graphics programs in support of production analyses.

The ASCM group, in addition, provides program assistance, in-house train-
ing and documentation for the NASTRAN users at Northrop. Key members of the
Group also reside in the major stress groups to ensure timely interaction

between the NASTRAN production and developrm:nt effort.
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COMPUTER GRAPHICS

Northrop embarked on an extensive pre- and postprocessor interactive
graphlcs development In 1975 in support of the NASTRAN analyses. This task is
being performed in three phases.

Phase I - Geometry

A series of propgrams was written to define the geometry of major airplane
structural components using parameiric cubies (P.C,'s), splines and Coon's
patches (fig. 1). These components are then cut at the required stations and
the contours interfaced with programs In Phase IT and Phase III. Digitizing
programs were also developed which allow grid points to be directly digitized
Erom blueprints and curve-fitted into loft lines (Eig. 2).

Phase IT ~ Preprocessors

The loft lines, P.L. cross~sectilon cuts or GRID roints are passed into the
GEN3D program in Phase IT fcr NASTRAN grid and element generation., This pro-
gram is flexible enough to give the user complete contrel (I very complex
models and to take advantage of repeated sets of geometry patterns. The models
thus generated may then be plotted on a Tektronix 4014 using suech features as
ZOOM, LABEL {element and grids), 3D rotation MOVE, SLICE, THICKNESS and AREA
of elements for verification (fig. 3 and 4). A limited capability for generat-
ing property cards for the elements is also available. An added feature is the
ability to use the 3D P.C., pgeometry from Phase I to calculate the area and vol-
ume of a fuel tank and also automatically generate pressure load cards for var-
icus fuel heads and acceleration vectors (fig. 5).

Phase ITI - Postprocessors

The analytical results from NASTRAN are stored for postprocessing.
Stresses and strains can be recovered at any arbitrary angle, vunning loads
computed, and a min-max search performed. Selected results are then printed in
report format. The postprocessed data can also be plotted, superimposed on the
structural plots, by the POSTPLOT Program. These plots can be displayed in
either vector or alphanumeric form (fig. 3).

NASTRAN TESTING

All major analysis features of NASTRAN are tested by the ASCM group prior
to their introduction into the analysis process.

Extensive evaluation of the MSC NASTRAN Superelement Analysis features has
been concluded recently. This evaluation, in preparation for new major inter-
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nal loads analysis work, shows substantial savings in computer costs and re-
duced turnaround time for analysis of large structures.

The evaluation of subsonic aeroelastic analyses using NASTRAN was initia-
ted In 1978, Results to date indicate a very good correlation with previous
flutter analyses conducted using Iin-house programs. Again, significant time
savings are indicated, both within NASTRAN and from using strucvural models
common to the static analyses.

PRODUCTION SUPPORT ACTIVITY

The Advanced Structural Computer Methods group serves as a pocl of spe-
clalized NASTRAN talent in support of the production effore, in additlon to
the deveclopment work. Key Group engineers are also assigned to the major pro-
duction programs, where they are responsible for the WASTRAN model development
and internal loads generation in support of stress analyses,

FUTURE DEVELOPMENT EFTORT

In conjunction with other groups at Northrop, the ASCM group is studying
a data base systen which will provide a basis for an integrated computerized
structural anaiysis system. A greatly enhanced geometry handling capability
is evelving around parametric cubics. Other finite element methods in and out-
side of NASTRAN are also being reviewed. These Include nenlinear approaches,
optimization through fully-stressed design, and aercelastic/fluttcr analysis.

NASTRAN ANALYSIS EXAMPLES

T-38 Local Model

A detailed (fine mesh) model of a T-38 wing lower skin was iIncorporated
into a three substructure wing model in the vicinity of the root vib, rear spar
intersection. This detail was generated to obtain very accurate stress levels
and gradients for fracture and fatipue apalyses (fig. 7 and 8).

Flutter Analysis

Flutter analysis using a vertical stabilizer supported by a general ele-
ment was conducted using the NASTRAN Subsonic Aercvelastic package. The re-
sults compare well with the previcus flutter analyses using in~house programs.
The single submittal FiISTRAN process provided significant improvements in cal-
endar time and computer CPU time (fig. 9). '
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CONCLUSLONS

The dedicated NASTRAN support al Novthrop has eflectively woved the strue-
tural analysils groups along the NASTRAN learning curve. Signlficant veductions
in internal loads analysis time have been demonskrated as the result of the
pre= and postprocessor development and NASTRAN user support (fig. 10).

The increasingly tiphter development schedules for new alrcralt projects
dictate still Faster and more effilclent analysis processes in the Futura,
Greater details in modeling and new analysis techniques ytelding more accurate
solutions ave also requlved to satisfy Cuturve design criteria in the field of
stacic, fracture, and dynamlc fnalyses.
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DEVELOPMENT OF STRUCTURAL DYNAMIC TEST ENVIRONMENTS
FOR SUBSYSTEMS AND COMPONENTS

Robert J, Coladonato
Goddard Space Flight Center

SUMMARY

Structural dynamic environmental test levels were
developed for the Thematic Mapper instrument, components of the
Tandberg-~Hanssen instrument, and components of the
International Ultraviolet Explorer (IUE) spacecraft using
NASTRAN structural models and test data. Both static and
dynamic NASTRAN analyses were used. The model size required
could be as small as 300 degrees of freedom for the static
analysis and as large as ‘000 degrees of freedom or more for
the high frequency dyne: .. analysis. An important step in the
development of the levels is model verification by test. The
launch environments that generally dictate many important
features of the design of an instrument or component are steady
state acceleration, sinusoidal vibration, and random vibration.
These are the environments that the analyst should examine
closely when determining the appropriate test levels.

INTRODUCTION

Instruments and components that are designed for aerospace
applications must function satisfactorily after being exposed
to the launch environment. In order to gain a high level of
confidence that the instrument will function satisfactorily
after launch, the instrument is subjected to testing which
attempts to simulate the conditions produced by the launch.

The principal types of structural/dynamic testing used are
sinusoidal vibration, random vibration, acoustic noise, shock,
and steady state acceleration, These environments are normally
defined or specified at the spacecraft level and the
environmental test levels for the instrument typically have to
be determined through test and/or analysis., These levels are
influenced by the dynamic characteristics of the spacecraft.
Once the test levels for the instrument are established, one

g o T
(\ .

.
P A
ot Ve
\'\“‘\."‘1l

- - 85



can proceed one more step and generate the test levels for
compenents mounted within the instrument. The test levels for
the components are then a function of the dynamic
characteristics of the instrument. Figure 1 provides a typical
environmental test and analysis plan.

The test levels for the instrument ov components can be
determined by performing the appropriate analysis using NASTRAN
structural models. Alternately, test levels can alsc be
established from actual test data obtained during spacecraft
system testing of the hardware. However, in most cases,
testing of the spacecraft hardware does not occur until
sometime afier the cdesign levels have been established for the
instrument o~ component. When test data are available,
however, they are used to evaluate the test levels that have
been previously determined through analysis and these levels
are updated or modified as deem2d necessary. The test data
should also be used to examine the veracity of the NASTRAN
model. An attempt should always be made to achieve good
correlation between model predictions and actual test data.

NASTRAN MODELS

Model Size

The size of the NASTRAN model that is required in terms of
degrees of freedom is dependent upon the type of analysis that
one is performing. The analysis can be divided into two
general types, static analysis and dynamic analysis, Static
analysis is used to simulate the steady state acceleration
condition while dynamic analysis is used tc simulate sinusoidal
vibration, random vibration, acoustic noise and shock. For
static analysis a NASTRAN model size of between 300 and 500
degrees of freedom is normally adequate for determining
critical leocads for most instruments. However, Lif one wishes to
determine stresses in sensitive areas of the instrument, a more
detailed model may be required. The problem with a detailed
model is that it takes a long time to generate and then it
takes a long time to run on the computer. A preferred
technique for static¢ analysis is to determine the critical
loads from the smaller 300 to 500 degree of freedom model and
then perform a detailed hand calculated stress analysis of the
parts that are most sensitive.
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For dynamic analysis the size of the model required
depends upon the particulay environment that is being
simulated. Sinusoidal vibration test specifications cover
frequencies up to 200 Hertz (Hz), and a model of between 300
and 500 degrees of freedom for an instrument is usually
adequate. Random vibration specifications contain frequencies
up to 2000 Hz and shock ~ontains frequencies up to 4000 Hz.
For these environments, a much more detailed model is
necessary, possibly 2000 to 3000 degrees of freedom or more.
The larger detail is necessary to provide confidence that the
high freguency modes are realistically represented.

Acoustic noise contains frequencies up to 10,000 Hz and
would require an extremely detailed model for accurate
predictions. Acoustic noise is also a very vomplex environment
to represent analytically and this type analysis is rarely
performed. Part of the reason for not doing acoustic noise
analysis is that historically it has been observed that it does
not produce significant structural loads except on thin filmed
windows or items that have large areas and low masses such as
golar arrays. For these items an acoustic test is recommended.
The foregoing discussion demonstrates that hefore the analyst
generates a NASTRAN model, he should determine what the use of
the model is really going to be and then decide upon an
appropriate size., Perhaps it may be advantageous or even
necessary to produce models of different sizes.

Model Verification by Test

The predictions from the model should be checked against
actual test data as early in a program as possible. One needs
to run an analysis using the model wh’:ch represents the test
configuration of the hardware. The test does not have to be a
very severe high level test. Preferrably, it should be a low
level test. A static load test where loads are applied at
particular points on the instrument and deflections are
measured can be used for model verification. To verify the
dynamic characteristics of the model, a low level sinusoidal
sweep can be done on the instrument with response data recorded
on magnetic tape. The data can then be analyzed by plotting
acceleration levels versus frequency and comparing these to
predictions from the model. Also, coincident and quadrature
plots versus frequency can be made to determine mode shapes and
modal damping., Another test that can be used for dynamic
verification is the modal survey test. In this test the
instrument is excited by a low level input, generally random
vibration. There are several automated modal survey test
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packages which store data from the test and then compute the
mode frequency, wmode shape, and modal damping automatically as
well as display the mode shape on a screen.

Regardless of the testing technique used to verify Lhe
model, the knowledge that the model agrees well with test data
is very reassuring. Once good correlation is obtained between
model predictions and test data, the model can be used with
confidence to evaluate the effect of design changes or to
predict responses to various types of inputs. With the advent
of the Space Shuttle the trend seems to be a deemphasis on
qualification type structural testing with more reliance placed
on predictions by analysis. However, this trend should not be
interpreted to mean that no testing need be done., Testing to
provide assurance of model veracity is still very important.

NASTRAN ANALYSIS METHODS

Steady State Acceleration

The steady state acceleration levels are defined in terms
of gravitational acceleration units (g's) for the thrust and
iateral directions, FPor example, 16.8 g's thrust and 3.0 g’'s
lateral are typical for a Delta launched paylcocad. The static
analysis, Rigid PFormat 1, is used for steady state acceleration
analysis. The most flexible way to run the analysis is to
apply a 1.0 g load in each of the three orthogonal axes and
then use subcase combinations (SUBCOM) to obtain the desired
combination of loads.

Sinusoidal Vibration

The sinuscidal vibration analysis is normally performed
using freguency response analysis. Bither the direct
formulation, Rigid Format 8, or the modal formulation, Rigid
Format 11, can be used. The modal formulation is preferred
because an eigenvalue analysis can first be performed and the
modes saved on tape. This information, after checking, is used
in a restart for the frequency response analysis.

The sinusoidal vibration test levels are defined s g's
versus frequency and the frequency range is usually 5 Hz to 200
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Hz. To run the analysis one can input the sinusoidal levels as
defined in the specification and observe the response levels at
points of interest. However, a more informative method is to
input a constant unit acceleration and observe the response at
the points of interest because using a constant input draws a
much cleaner picture of the response characteristics,

The magnitude of the responses depends upon the value that
is chosen for structural damping and hence modal amplification
(Q) since modal Q equals the reciprocal of structural damping.
Previous testing of instruments and components has shown that a
modal Q of 15 is generally a conservative assumption for
analysis., Assuming modal Q's greater than 15 quite frequently
results in very high response levels and consequently
unnecessary design changes. As a general rule of thumb,
response levels greater than 20 g's would not be expected due
to the dynamics of the launch environment. Therefore, unless
there is substantiating evidence available, one should not
assume Q's too high in the analysis.

Another variable in the frequency response analysis is the
frequency at which response calculations are made. The
frequency can be defined by a tabular listing of discrete
frequencies, a linear spacing where a frequency increment is
chosen, or a logarithmic spacing where the number of
logarithmic intervals between the first and last frequency is
chosen. It is important for one to pick the proper frequencies
for the response calculations so as not to miss any peaks that
occur. Using the modal formulation one can accomplish this by
first doing an eigenvalue analysis, restarting, and then
including all of the modal frequencies, as well as frequencies
on either side, in a tabular listing of frequencies to be used
for the response calculations. For the case of linear or
logarithmic spacing the required frequency increment or the
number of leogarithmic intervals can be determined analytically,
For example, assuming a Q of 15, in ordexr to be sure that the
calculated response is at least 90% of the peak response a
frequency increment of 0,032 times the lowest freguency of
interest is required and 1l4 logarithmic intervals are required
for analysis between 5 Hz and 200 Hz (see Appendix).

Random Vibration
Random Vibruaution analysis is performed using Rigid Formats

8 or 11 as an extension of the frequency response analysis,
One must run the freguency response analysis to get the random
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response analysis. The only additional requirement is the
inclusion of the power spectral density (g2?/Hz) loading
description, the TABKNDl card, which defines g?2/Hz versus
frequency.

Shock

Shock analysis can be performed in NASTRAN but the
uncertainty of the definition of the input makes the results
questionable. The shock level is described as a shock response
spectrum which is a shock response level (response g's) as a
function of frequency. In order to perform a shock analysis,
this s.ock response spectrum must be converted to a transient
pulse. The problem is that a given shock response spectrum does
not correspond to a unique transient input pulse. There could
be several different types of transients that give the same
shock response spectrum, If one does convert the shock response
spectrum to a transient pulse, either the direct transient
response, Rigid Pormat 9, or the modal transient response, Rigid
Format 12, can be used for the analysis.

The transmission of a shock pulse through a structure is
susceptible to the number of joints and the fixity of these
joints in the path of the pulse. This characteristic is
difficult to model. Therefore, caution should be used when
interpreting the results of a shock analysis.

TEST LEVEL DEVELOFMENT

The paths for test level development for instruments or
components can proceed in several different directions. Three
examples will be given, The first is a review of methods
employed for the development of levels for the components on the
presently orbiting International Ultravioclet Expleorer (IUE)
spacecraft., The second is a description of the development of
the test levels for components of the Tandberg-Hanssen
instrument. This 13 an instrument that will be flown on the
Solar Maximum Mission (SMM) spacecraft during 1979. The third
is the development of test levels for the Thematic Mapper
instrument. This instrument will be part of the LANDSAT-D
mission and is scheduled for launch in 198l. The three
situations are different as will be explained.
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IUE Components

The gystem test levels for the IUE spacecraft {(reference 1)
were defined and known., Based on this information, test levels
for the components were developed for sinusoidal vibration,
random vibration, acoustic noise, shock, and steady state
acceleration (reference 2). Since the input to the spacecraft
was known, the problem became one of determining the response of
the spacecraft at various locations which would describe the
environment seen by a component mounted at that location. A
graphical representation of the IUE spacecraft is shown in
figure 2 and the NASTRAN models are shown in figures 3 and 4.
For steady state acceleration and acoustic nnise the levels for
the components are the same as the levels for the spacecraft,
For the other environments the levels for the components are
dependent upon the dynamic response of the spacecraft.

The IUE Project was fortunate in that a structural model of
the spacecraft was available very early in the program for
testing. Consequently, the component test levels for sinuscidal
vibration, random vibration, and shock were derived directly
from test data. However, before the testing started, frequency
response runs were made with the NASTRAN model to provide
predictions of the responses at particular locations. These
predictions agreed well with the test data, Although the
NASTRAN model of the IUE spacecraft was not used to develop
component test levels, it was used extensively in performing
coupled launch vehicle/spacecraft launch loads analyses and also
to predict occurrences during the sinuscidal vibration test of
the spacecraft,

The technique for developing the sinusoidal vibration test
levels for instruments or components is fairly straightforward,
The method is to envelop the peak responses into a smooth
spectrum as shown in figure 5. The same applies for shock
response spectrum test levels as shown in figure 6.

The random vibration test levels were also developed from
test data. However, one should not use the method of enveloping
the peak responses because this results in a subsystem test
specification that is much more severe than it should be., For
the IUE components, the test data were divided into appropriate
groups and a statistical analysis (reference 3) was performed to
establish the random vibration specification for each group.
More refined methods (reference 4 and reference 5) also consider
the damaging effects of the environment when developing the
subsystem test levels.
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Tandberg-Hanssen Components

The test levels for the Tandberg-Hanssen instrument were
established (reference 6) and two NASTRAN models of the
instrument were generated, One was a small simple 400 degree of
freedom beam model and the other was a very detailed 4000 degree
of freedom model. The small model is shown in figure 7 and the
large model in figure 8. The main purpose of the small model
was to provide the SMM Project with an adequate dynamic
representation of the instrument to be used in the coupled
launch vehicle/spacecraft launch loads analysis, The large
moriel was used to develop sinusoidal and random vibration test
levels for selected components and also to examine critical
loads for both the static and dynamic environments,

The sinusoidal vibration levels for one component, the
polarimeter, were developed by first using the NASTRAN modal
frequency response analysis. The model was excited in each axis
according to the input levels described for the instrument
(reference 6) and response plots were made at a point
corresponding to the mounting location of the polarimeter. The
response plots representing the thrust direction were examined
as well as the r:sponse plots representing the lateral
directions. The peaks of the responses were enveloped to
develop a corrvesponding thrust axis specification and a
corresponding lateral axis specification.

A critical component in the instrument is the circular flex
pivot. The secondary mirror/two axis gimbal assembly is
supported by four of these pivots and the pivots are
particularly susceptible to failure due to random vibration.
Even the large model did not have the flex pivot - secondary
mirror/two axis gimbal assembly modelled. Therefore, the plan
was to run a random response analysis using the large model and
pick a response point that would represent the input to the
secondary mirror/two axis gimbal assembly. Then, using the
calculated response, a random vibration specification would be
generated for the secondary mirror and gimbal assembly. The
analysis was run, the responses were plotted, and the random
vibration specification was determined using the methods
previously cited (reference 4).

Development of a random vibration specification, whether it
be from test data or from analytical predictions, is a
subjective procedure. The more refined methods (reference 4 and
reference 5) are a step in the direction of removing some of the
subjectiveness. However, even these methods are not universally
accepted. Without going through the refined techniques, a
suggested method is to manually smooth out the response so that
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the reuslting specification has an overall level that is no more
than approximately two times the overall level of the response.
An example of this technique is shown in figure 9.

Thematic Mapper

The Thematic Mapper is a large and complex earth viewing
instrument that will be flown on the LANDSAT-D spacecraft.
Because it represents an advanced long-lead time item, the
instrument is being designed and built prior to the spacecraft.
Conseguently, the test and design levels for the instrument have
had to be developed before the dynamic characteristics of the
spacecraft become known. Also, the test levels have been made
compatible with both the launch environment of the Delta launch
vehicle and the launch and recovery environments of the Space
Shuttle., The test levels developed for the Thematic Mapper are
ginusoidal vibration, random vibration, shock, acoustic noise,
and steady state acceleration,

The steady state acceleration levels used for the Thematic
Mapper covered Delta laun ‘h (reference l} and Shuttle launch,
landing, and crash (reference 7 and reference 8). The acoustic
noise specification vas based on the worst case comkination of
the Delta and Shuttle environment., The predicted acoustic
environment for the Shuttle below 200 Hz is significantly higher
than the environments of any of the expendable launch vehicles.
To cover this condition, a low frequency random vibraticn test
was specified from 20 Hz to 200 Hz. The determination of the
random vibration levels was based on a procedure outlined for
Shuttle payloads (reference 8)., This proced.re requires
knowledge of the mass distribution of the payload from which
reaction loads are calculated. For the Thematic Mappex the
payload is the LANDSAT-D spacecraft mounted in a cradle. Since
this information was not known, some assumptions were made which
would yield a worst case condition and the random vibration
levels were derived from this condition. The shock leve ls were
based on the recommendations for component vibration (reference
1).

The sinuscidal vibration levels were derived using a
NASTRAN model of a "characterized" LANDSAT-D spacecraft., Since,
as indicated, the LANDSAT-D spacecraft has yet to be designed,
the NASTRAN model was based on conceptual design information.
Also, stiffness parameters for the cenceptualized spacecraft and
the instrument support module were varied to try to bound the
best and worst case conditions that could be expected from the
final design. The NASTRAN model used in the analysis was a
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simple beam and is shown in figure 10. The frequency range of
the analysis was from 5 Hz to 100 Hz and the beam
representation was considered satisfactory for the analysis.

Two types of analyses were performed using the beam model.
One was a modal transient response >f the combined spacecraft
and Delta launch vehicle. This was used in the simulation of
the lateral liftoff event., The output from this analysis was
the acceleration levels at all the indicated points on the
LANDSAT-D spacecraft model and also the bending moment at t' 2
Delta attach fitting/spacecraft interface. The bending moment
was of interest because it is th2 load that is traditionally
used as a limitng factor during lateral sinusoidal vibration
tests of spacecraft,.

Using the bending moment predicted from the lateral
liftoff analysis as a limiting factor, a frequency response
analysis was run which simulated the lateral sinusvidal
vibration test of the spacecraaft. A modal Q of 15 was assumed
and the predicted response at the mounting location of the
Thematic Mapper was output. The responses indicated that the
Thematic Mapper would be exposed to levels during the
spacecraft lateral sinuscoidal vibration test that would be
higher than the levels predicted to occur due to the liftoff
event, Therefore, in order not to overtest the instrument, it
was decided to base the lateral sinusoidal levels on the
responses predicted from the lateral liftoff analysis. This,
in turn, will probably impose some restrictions during the
lateral sinuscidal vibration test of the total spacecraft
system to ensure that overtesting of the instrument does not
occur. :

For the Delta launch vehicle the maximum thrust axis
dynamic response occurs as a result of POGO. POGO is a
longitudinal oscillation resulting from closed-loop coupling of
the engine system and the vehicle longitudinal mode and is the
major thrust axis dynamic loading. A thrust axis frequency
response anclysis simulating the thrust axis vibration test of
the spacecraft was run. The predicted response at the mounting
location of the Thematic Mapper resulting from the POGO event
was used as the maximum thrust axis sinusoidal vibration test
level for the instrument.

As can be seen, sinusoidal vibration levels for the
Thematic Mapper were derived from predicted responses due to
launch events. This departs from the traditional approach
which required instruments or components to survive not only
the levels predicted for flight but also the levels that would
occur during sinusoidal vibration testing of the spacecraft to
which the instrument was mounted. This often times resulted in
considerable overtesting and overdesign of instvuments. The
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approach used for developing the sinusoidal test levels for
the Thematic Mapper doesg;npot contradict existing test
philosophy but it does impose restrictions on spacecratt
testing to ensure that instruments and components are not
overtested,

CONCLUDING KEMARKS

The three examples given demonstrate variations in the
development of test levels for instruments and componhents,
for the IUE components, the test levels were developed
primarily from test data. For the Tandberg-Hanssen
instrument, the levels were defined and the instrument
component levels were derived from analysis, For the Thematic
Mapper instrument, the levels were developed based on launch
environment analysis, statistical information, and mutual
spacecraft environments such as steady state acceleration and
acoustic noise, Of the three, the preferred approach is that
used for the Thematic Mapper instrument., This approach
provides the levels that are the most consistent with the
occurrences due to the launch,

The analyst must determine the environment that is most
critical for the instrument and therefore the priority to
place in the analysis plan. The first priority should be the
steady state acceleration analysis because this is the
environment that generally produces the highest load on the
primary structure of the instrument., The next step should be
the zinusoidal vibration analysis, This analysis frequently
indicates high dynamic loads on some parts of the instrument.
If this is the case, one should pursue the possibility of
doing a launch loads analysis to determine if the loads
predicted from the sinusoidal vibration analysis are
realistic. However, typically a launch loads analysis is not
a readily available option. Therefore, one should keep in
mind that response levels on the order of 20 g's, assuming a
modal Q of 15, probably will not be exceeded during launch.
Some engineering judgment should be exercised before making
design changes because of high loads predicted from sinuscidal
vibration analysis. The random vibration analysis is one that
should not be overlooked. Generally, random vibration is a
high frequency environment that causes problems with
electronic components or boards and also picks up workmanship
problems. However, there are times when random vibration does
cause structural problems., The analyst will have to use his
own judgment when determining whether or not a random
vibration analysis is warranted. The analytical shock
analysis is guestionable because the response is dependent
upon the input and the definition of the input is not unique.
Acoustic noise analysis is not done as a matter of course
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basically because the analytical definition of the input is
difficult and the analysis is too complex to spend the time to
do it., If an instrument is designed to withstand steady state
acceleration loads, sinusoidal vibration loads, and random
vibration loads the chances are that a failure will not occur
due to shock or acoustic noise.

96



REFERENCES

General Environmental Test Specification for Spacecraft and
Components (Expendable Launch Vehicles). GETS{(ELV)-1,
NASA/Goddard Space Flight Center, May, 1977. -

Environmental ?est Specification for IUE Subsystems.
IUE-320~74~-008 ‘"Revision 1, NASA/Goddard Space Flight
Center, December, 1975,

Keegan, W. Brian: A Statistical Approach to Establishing
Subsystem Environmental Test Specifications.
X-321-74-174, NASA/Goddard Space Flight Center, June, 1974,

Stahle, C. W.:; and Gongloff, H. R.: Interim Report Study
on Component Environmental Specification Development and
Test Techniques. G. E, Document No. 755D54254, General
Electric Space Systems Organization, October, 1975,

e
Keegan, W. B.; Stahle, C. E.; and Gongloff, H. R.:
Development of Component Random Vibration Requirements
Considering Response Spectra. The Shock and Vibration
Bulletin, The Shock and Vibration Information Center,
August, 1976,

SMM/Experiment General JInterface Specification.
GMM~670-01 Revision 1, NASA/Goddard Space Flight Center,
September, 1976,

Space Shuttle (System Payload Accomodations. JSC 07700%
Volume XIV Revision E, NASA/Lyndon B. Johnson Space Center,
June, 1977.

Shuttlg™Orbiter/Cargo Standard Interfaces,

ICD No%:2-19001, NASA/Lyndon B, Johnson Space Center,
October, 1977.



APPENDIX

Determination of the minimum number of points required for a
frequency response analysis to assure that the calculated
response is at least 90% of the peak response.

Nomenclature

£ - frequency

£y - high root of equation
fL - low root of egquation
fn - natural frequency

HF - high frequency

LF - low frequency

N - number of points

Q - modal amplification
XI - imaginary vesponse

xR - real response

Afmax‘— max1mum lncrgment; (fH —fL) fn

Assume a single degree of freedom system

and X.=
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let fn=L then

N = tf «
i Y and =
(1~ %)+ /£) T
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. IV 2
’}Response Mfag.gltude = JXR + XI
}—4 e — i) ! Z IO PR T
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(-8 ()
foq*ﬁ=l Response Magnitude = [
'\_7../' \—
Let Response Magnitude = 0.9Q
then
09Q = i
: - A Yy
(-9 & (f.)
Q
and
4 [ 2 |
£ - (7-"'_'17. 7 vl — = 0
Q ) o.31 Q*
from the equation above
E E& fﬂ Eu/ty,
5 .939 1.039 1.100
10 .973 1.022 1.050
15 .983 1.015 1.033
20 987 1.011 1.024




A. For a logarithmic sweep

HE
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B. For a linear sweep

A = -
fmax (fH fL) fn
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Figure 1.
TYPICAL ENVIRONMENTAL TEST AND ANALYSIS PLAN
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Figure 2.
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Figure 3.
FINITE ELEMENT MODEL OF IUE SPACECRAFT STRUCTURE
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Figure 4.
FINITE ELEMENT MODEL OF IUE SCIENTIFIC INSTRUMENT
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. Figure 6.
EXAMPLE OF SHOCK RESPONSE SPECTRUM SPECIFICATION
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Figure 7.
TANDBERG HANSSEN SIMPLE BEAM MODEL
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Figure 8.
TANDBERG HANSSEN DETAILED MODEL
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Figure 9.
EXAMPLE OF RANDOM VIBRATION SPECIFICATION
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REDUCTION OF MATRIX WAVEFRONT FOR NASTRAN

Cordon C. Everstine
David W. Taylor Naval Ship Resezrch and Development Center

SUMMARY

1ha chree grid point resequencing algorithmswmost often run by NASTRAN
users are compared for their ability to‘?ﬁduce matrix root-mean-seguare {rms)
wavefront, which is the most critical parameter in determining matrix decompo-
sition time in NASTRAN, The three algorithms are Cuthill-McKee (CM), Gibbhs-
Poole-Stockmeyer (GPS), and Levy. The tirst two (CM and GPS) are in the BANDIT
program, ana the Levy algorithm is in WAVEFRONT. Results are presented for a
diversified collection of 20 test pr.vlems ranging in size from 59 to 2680
nodes, It is concluded that GPS is exceptionally fast and, for the conditlons
under which the test was made, the algorithm best able to reduce rms wavefront
consistently well.

INLAIDULCTION

A central feature of structural analysis with NASTRAN is the factoring (or
decomposition) of a matyrix into upper and lower triangular forms. NASTRAN's
current triangular decomposition algorithm is an active column routine similar
to a varlable band or wavefront approach. As such, the computer time required
to perform a matrix decomposition depends strongly on the sequence assigned to
the grid point labels.

vor real, symmetric decomposition, for example, the time T required can be
estimated from the relation (ref. 1)

1
T 5 T

c,? (1)

where N = matrix order,
ey = number of active columns in matrix row i, and

T = time for multiply-add operation (an experimentally determined
machine time constant).

The time T is sequence-dependent since the c,;'s are sequence-dependent.

L

Since c; is sometimes referred to as the row wavefront for row i, equation
{1) can alternatively be written in terms of the root-mean-square (rms) wave-
front, Wrms:
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T = %'1‘ Nw_ 2 (2)
]
Because of the large silze of Eciz in equation (1) for many problems, this
latter form of the timing equation is often the more convenient one to use in
practice. Tor reference purposes, typical values for the machine constant T

are listed in Table 1 for several computers.

Core storage requirements for matrix decompesition are also dependent on
the nodal sequence, the most critical parameter being the maximum matrix wave-
Eront Wygay, which is the maximum value of any ey

Thug, for most efficient matrix decomposition, the user would like to
assign gﬁ&d point labels sc as to minimize both Wypys and Wy,,, with the former
probably the more important. Unfortunately, it is often difficulr for users
to know how to sequence the nodes to effect a good numbering, particularly for
large complicated meshes or those generated automatically on a computer, As a
result, many users turn to NASTRAN preprocessors which automate the labeling
process. The two mest often run by NASTRAN users are BANDIT (refs. 2-~4), which
contains the Cuthill-McKee (CM) (ref, 5) and Gibps-Poole-Stockmeyer (GPS)
(refs. 6-~7) schemes, and WAVEFRONT (ref. 8), which contains the Levy
resequencing alporithm (refs. 9-10). Both preprocessors read NASTRAN data
decks as input, resequence ihe nodes, and generate NASERAN SEQGP bulk data
cards (which tell NASTRAN what the new internal seﬁhgpﬂ% should be).

The questions qhihh then naturally arise are: How do these three
resequencing algoritfhmg?(CM, GPS, and Levy) compare for their ability to reduce
rms wavefront? What areﬁﬁh time and core requirements of the three
algorithms? ;-

These questions were addressed recently in another paper (ref. 11), in
which the alporithms were also compared for matrix profile reduction. fomplete
deseriptions of the test problems used for the comparison were presented. The
purpose of this paper, which is adapted from reference 11, is to summarize for
the NASTRAN user community the rms wavefront results obtained.

Subsequent sections of this paper present precise definitions of the rele-

vant terms, a brief description of the three algorithms to be iested, the
ground rules of the test, and the test results,

DEFINITIONS

Although the definitions given here are reasonably standard (at least in
finite element circles), uniformity of definitions and notation among the
various workers in the field does not yet exist,

Given a symmetric square matrix A of order N, we define a "row bandwidth"
by for row i as the number of columns from the first nonzero in the row to the
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diagonal, inclusive. Numerically, b; exceeds by unity the difference between i1
and the column index of the first nonzero entry of row 1 of A. Then the matrix
bandwidth B and profile P are defined as

max

B = ey by 3
P g b (4)
i=1 *

Let cq denote the number of active columns in row i. By definition, a
column j is active in row i if j 2 i and there is a nonzero entry in that
column in any row with index k 2 1, The matrix wavefront W is then defined as

W= ey o (5)

Sometimes cq is referred to as the row wavefront for row L. BSince the matrix A
1s symmetric,

P= % b,= % ¢ (6)
4=1 T 4=1 T

The wavefront W is sometimes called the maximum wavefront wmax to distinguish
it from the average wavefront wavg and root-mean-square wavefront Wyng defined
as

N P
Mavg "W 5 G147 W )

_.f1 X 2
rms YN E ¢ (8)

From these definitions, it follows that, for a given matrix,

W iw zw SBEN (9
b4

The first two inequalities would be equalities only for uninteresting special
cases such as diagonal matrices.

We define the degree d; of node i as the number of other nodes to which it
is connected; i.e., more precisely, dj is the number of nonzero off-diagonal
terms in row 1 of the matrix A. (This implies, for example, that all nodes in
the same finite element are ''comnected" to each other.) Hence, the maximum
nodal degree M is

max
M=

= qcN 44 (10)
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The number of unique edges E is defined as the number of nonzerc off-diagonal
terms above the diapgonal. Hence, for a gymmetric matrix,

N _
L d (L1)

E =
=1 *

Mo i

Thus the total number of nonzeros in A is 2E+N, and the density p of the matrix
A ils

p = (2LEHN) /N2 (1.2)

Note that, In these definitions, the diaponal entries of the matrix A are
included in bj and cy (and hence in B, P, Wyax, wavgs and Wppg) . These
definfvrions make it easy to coavert the various parameters from one counvention
(including the diagonal) to the other (not including the diagonal).

Also note that, in chis context, the ovder N of the matryix A 1ls sometimes
taken to be the same as the number of nodes. In general finite element usage,
however, each node {grid point) has several degrees of freedom (DOF), not just
one. Tor structures having, say, six DOF per node, the actual DOF values of B,
Wnax: Wayps Or Wipe would be (in the absence of constraints) six times their
corvesponding grid point values,

Example

Definitions (3)-(l2) can be illustrated by the following simple example.
Congider the makbrix shown below, in which nonzeros are indicated by X's.

by i O S
1 X X 3 9 2
1 X ] 5 25 2
3 X 4 16 3
3 2 3 9 1
4 X X X 2 4 2
6 b % ¢y 1 1 2
i=18 L A I=18 I=64 I=12

In each row and column a line is drawn from the fivst nonzero to rthe diagonal.
Thus b; is the number of columns traversed by the solid line in vow i.
Similarly, the number of active columns c; in vow 1 is the number of vertical
lines in row i to the wight of and including the diagonal., Thus, from the

definitions, B=6, W ,.=5, P=l18, Wavg=3'0’ Wemg=3.3, M=3, E=6, and p= 30.0%.

B 18
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THE RESEQUENCING ALGORITHMS TESTED

The three algorithms tested are Cuthill-MeKee (CM) (vef. 5), Gibbs-Poole-
Stockmeyer (GPS) (refs. 6~7), and Levy (refs. 9-10). In this section each
algovithm is described hriefly, with detalls concerning the specdfic implemen-—
tation used. Tt is recognized that one cannot really evaluate algorithms per
se, but only speciflc implementations of algovithms.

Cuthill-McKee {CM) (vef. 5)

The original version of CM operated generally according to the following
procedure: Amoug the nodes of low degree, select as potential starting nodes
those which can voot a graph of minimal width. (The term "starting node”
refers to a node which is assigned the label 1 in the new sequence.) TFor each
potential starting node, assign the labels 2 Chrough N by numbering those
adjacent to new label T (and unnumbered) in order of ilncreasing degree,
starting with I=1 and continulng with inereasing I until all nodes are
sequenced, Of the sequences attempted, select the one having tre smallest band-
width.

The ilmplementation of CM used in these tests is that appearing in the
BANDIT computer program, version 8 (rels. 2-4), which contains a version of CM
differing From the original algorithm in two ways. UPirust, the new sequence
obtalned is veversed (by setting I to N+1-I for each I), since it was observed
by George {(ref. 12) and proved by Liu and Sherman {(velf. 13} that such a
reversal (which preserves matrix bandwidth) will often vreduce the matrix
profile and never increase it. Second, of all sequences attempted, the one
with the smallest rms wavefront Js the one selected. Except for these two
changes, the CM computer code is that eriginally written by Cuthlll and McKee.

The data structure originally used by CM required about (M+-B)N words of
core stovage for the problem-dependent arrays, where N is the number of grid
points and M is the maximum nodal degree. In the BANDIT implementation of CM,
word packing is used to rveduce the storage requivements to (M/L48)N, where L,
the packing density, is an integer (between 2 and 6, inclusive) which depends
on the problem size and the computer being used. On a CDC 6400, for example,
the CP time penalty for sacking is about 80 psec per pack ox unpack.

Gibbs-Poole-Stock ncyer (GPS) (refs. 6-7)

The GPS algerithm differs from CM priwarily in the selection of starting
nodes. In GPS, ovly one starting node is selected, and it 1ls an endpoint of a
pseudo~diameter of the graph associated with the matrix. Thus, the structure
need be numbered only once, using a procedure which is similar to the CM
numbering algoxrithn,

The storage requlrements of GPS are ldentical to those of CM, including
the use of integer packing in the BANDIT (version 8) implementation, which is
the form of GPS used for the testing. The original GPS code was written by
the developers (ref. 7).
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Levy (refs, 9-10)

Unlike CM and GPS, which were developed to reduce matrix bandwiath and
profile, the Levy algorithm was designed specifically to reduce the maximum
matrix wavefront, Wy,x. The algorithm operates generally according to the
following recursive procedure: Given the first I nodes of a new sequence, the
node selected as I+l 1s the one for which the inerease in the row wavefront
between rows I and I+l will be minimum, Levy calls this a "minimum growth'
method.

This procedure is followed for one or more trial starting nodes, and the
sequence yielding the smallest wavefront Wy, is selected. The first sequence
attempted uses as the starting node either a user-selected node or a node of
minimum degree, The latter optlon was chosen for these tests since it was felt
that, for a production mode program, the uger ocught to be relieved of the
burden of specifying a starting node, The second and succeedling sequences
attempted by the Levy algerithm select starting nodes vandomly, The numbexr of
new sequences Lo be attempted must be specified by the user. After some
preliminary experimentation to estimate the speed of the algorithm, it was
declded to request ten sequencing attempts for each test problem, Clearly a
different number would yield different results.

The fmplementation used for the tests was that obtalned by the author from
Levy in 1973, the only change being that the sequence selected as best is the
one yielding the smallest rmws wavefront Wp;g. Since the Levy algorithm aborts
any resequencing attempt in progress once it determines that it cannot reduce
the previous best Wy, the sequence finally selected will be the one among
those carried to completion yielding the smallest Wpyg.

The Levy data structure requires about 6N+10E words of core storage for
the problem-dependent arrays, where N is the number of grid points and E is the
number of unique edges. The code was not rewritten to use word packing for the
tests.

TEST RESULTS AND DISCUSSION

The three grid point resequencing algorithms described in the preceding
section were tested on a collection of 30 finite element meshes. These
problems were collected over a period of several years from NASTRAN users
representing various U.S. Navy, Army, Air Force, and NASA laboratories. Since
these meshes are described in detail and plotted elsewhere {ref. 11}, that
information need not be repeated here. In general, however, the collection is
probably large enough and diversified encugh to provide a good test of nodal
resequencing algorithms.

The nodes for the 30 test problems were resequenced using the three algo~

rithms, the objective being to reduce rms wavefront, All computer runs were
made on a CDC 6400 cowputer under the NOS/BE operating system. The source code
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was compiled using the FIN compiler, OPT=1l. TFor reference purposes, a CDC 6400
1s about one-third as fast as a CDC 6600.

The results of the tests appear in Table 2. In addition to the rms wave-
front obtained by each alporithm, Table 2 also lists, for each algorithm, the
CP time expended and the storage requirements for the problen-dependent arrays.
In the case of CM and GPS, which use word packing, the worst-case of half-word
packing is assumed. The CP times listed do not include basilc setup of the
arrays.

The first conclusion to be drawn from Table 2 is that, for most problems,
all three algorithms achieve about the same reduction in rms waveflront, 'This
ig, perhaps, somewhat unexpected since CM and GPS were designed primarily to
reduce matrix bandwidth, whereas tke Levy scheme was desipned to reduce matrix
wavefront, Tor Lhe 30 problems, Levy achieved the best reduction in rms
wavefront 13 times, GPS 11l times, and CM 5 cimes. However, oun four occasions
(N=503, N=607, N=878, and N=918) Levy did significantly worse than the best
achieved; on three occasions (N=209, N=245, and N=1242) GPS did significantly
worse; and on two occasions (N=245 and N=592) CM did signiflcantly worse.

The second, and perhaps most striking, conclusion to be drawn from Table 2
is that GPS is exceptionally fast. In all cases, CM is second fastest, the
Levy algorithm slowest. The user, of course, has some control over the running
time of the Levy program (but not of CM and GPS) through his specification of
the number of resequencing attempts.

The third conclusion te be drawn fLrom Table 2 is that the Levy algorithm,
as is, requires considerably more array storage than either CM or GPS, which
use the same data structure. In fact, for the Levy program, one problem
(N=2680) was too big for a CDC 6400 and could not be run. Clearly, the prog: ..
could be rewritten to use word packing (as CM and GPS do}, but this may be a
nontrivial task, since the programmer has to decide which arrays to pack to
yield the best compromise between storage and CP time, (Word packing, of
course, saves core at the expense of CP time.)

Table 2 indicates that Levy's wavefront reduction performance was
generally best for the smaller problems and GPS's was generally best for the
larger problems. This is probably due to the author's choice of ten saquencing
attempts for the Levy algorithm. As the problems get larger, the probability
of Levy's selecting a good starting node at random goes down, One can infer
that the algorithm's performance would improve if the program were allowed to
run longer. However, whether the expenditure of more computer time is justi-
fied would be a matter for each user to decide. One issue that enters into
such a decision 1is the number of times a given matrix problem is to be solved.
If a given problem is to be solved wany times (as, for example, in nonlinear
analysis), or if many right-hand sides are involved (as, for example, in time-
dependent problems), the time spent in sequencing becomes less important.

One might also infer that the performance of the Levy algorithm would

improve if trial starting nodes were selected using a strategy such as that
used in CM or GPS, vather than at random. While this may be true sometimes, it
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was not true for the test problem on which Levy performed the worst (N=918),
because for this problem the first trial starting node selected by Levy (which
uses a node of minlium degree for the first attempt) was the same startinpg node
selected by GPS. This same problem (N=918) was also run by Gibbs with his
profile algorithm (ref. 14) (which is a hybrid of GPS and King (ref. 15), the
latter being similar to Levy) with good results. This would indicate that
Gibbs' modification to the King numbering approach {(given a starting node) has
a significant effect for some problems,

Overall, GPS's combination of speed and consistency probably rate it the
best algorithm of the three for rms wavefront reduction. Previous testing
(ref. 3) has already shown it to be an excellent algorithm for matrix bandwidth
reduction, for which it was designed.

Finally, the three algorithms tested were selected because of their heavy
use by NASTRAN users. However, it would be interesting to see how other
strategies, including Gibbs-King (ref. 14) and Snay (ref. 16), would perform
on the same data. Both give good results for profile reduction and hence would
probably also do well in rms wavefront reduction.
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TABLE 1.-MULTIPLY-ADD TIME CONSTANTS (Tm)
(Double precision for IBM and Univac, single precision for CDC)

Computer Tm (microseconds)
CDC 6400 16
6600 4.5
7600 0.6
Cyber 173 8.2
174 8.2
175 1.1
176 0.7
IBM 360/370 - 50 100
65 20
75 12
85 2
91,95 1.7
155 25
165
195 0.5
Univac 1108 14
1110 4

Source: NASTRAN level 17 block data deck NTMXBD
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TABLE 2 - RS WAVEFRONT TEST RESULTS

NJ. OF RMS WAVEFRONT CP TIME (SEC.) STORAGE (WORDS)
GRID
POINTS AFTER| AFTER] AFTER CHEGPS LEVY
{N) 3EFORE CH GPS LEVY CH GPS LEVY (4/72+3) N} BN+10E
59 B.2{* 5.5 Bol Bal 0.5 8.2 2.7 620 1394
66 11.3 3.21* 2.9 3.0 0.6 0e2 1.5 6593 1566
72 3.5 NI NI NI 0.3 0.2 1.2 720 1182
87 29.40* 8.3 8.9 8403 1.5 0ot bel 1218 2792
182 19.0 10.3} 10.56]* 8.6 2.8 0.8 13.4 1344 6072
133 43.8 2640 271|* 2u.7 11.9 6.6 36.2 4343 17553
138 30.9 7.3l 7.1 7.2 2.7 1.5 23.1 2673 7158
209 50.3 19.9] 24.5]* 18.4 6.0 1.3 37.5 3344 8g92¢
221 GO.al* 10.2 10.4] 13.3 5e7 1.5 38.0 2984 B366
234 9,k 7.3 To1l* 5.1 1.5 0.9 14.9 2925 44 0L
245 18.5) 17.5] 18.4)* 13.5 4,5 1.b 2644 3430 7550
307 274 NI NI {* 25.7 10.7 1.9 73.7 35684 12922
310 9.9 NI NI |* 9.7 16.2 2.2 32.0 4030 12551
346 27.1 22.8 24.3|* 21.8 18.0 2.7 61«5 5882 16476
361 15.4 14.31*% 1u.2 14.3 11.3 1.8 38.7 4332 15126
419f 107.1 225 22.2]* 13.8 18.5 2.5 155.1 5866 18234
492 79.5| 14.5] 413.0}* 10.6 13.3 2.9 145.7 65396 16272
503 73.6)% 33.1 3.6 u1.9 3.3 4.2 294,3 10060 30538
512 14.5 12.7] 12.50* 12.4 10.1 4.5 161. 0 7680 18022
592 55.2f 25.6|* 20.5 21.3 5643 5.2 133.1 8880 26112
607 55.4) 29.2|* 28.3] 38.0 37.6 4.0 362.5 8802 26262
758 37.3] 15.9]* 12.1 15.2 93 4 6.2 306.7 9354 30728
869 25.10 204 20.7{* 19.8 132.2 10.4 450.2 12601 27234
874 31.3 23.7]* 22.9 NI 46. 0 12.2 311.2 10375 358118
918 131.1 25.7|* 24.3 51.1 95,2 9,7 745.7 12852 37838
932 302.0 35.9|% 34.7| 38.8 141.2 34.8 801.8 16368 Bu712
18085 137.7f* 43.5 4943 4l .5 252.6 7.0 10108.0 21105 441140
1807 25.3] 2u.5]® 22.9 NI 4246 14.6 300.3 12588 43882
1242] 105.2 62.3] 48.6{* 38.7 12442 16.9 1270.9 16767 53372
2680] 234.4) L0.4}% 33.3 # 342.3 23.5 # 45560 127810
¥ = GREATEST REDUCTION, NI = NO IMPROVEMENT, & = NOT RUN
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PRE AND POST PROCESSING USING THE IBM 3277
DISPLAY STATION GRAPHICS ATTACHMENT (RPQ7HO284)
5. H. Burroughs, M. B. Lawlor and Dr. I. M. Millérw

IBM General Technology Division
Essex Junction, Vermont

SUMMARY

A graphical interactive procedure operating under TSO and
utilizing two CRT display terminals is shown to be an effective
means of accomplishing mesh generation, establishing boundary
conditions and reviewing graphic output for finite element analy-
sis activity.

#AICEDING PAGE BLANK NOT Mmeo
INTRODUCTION

This paper is written to show how a graphical interactive
procedure may be utilized in a time sharing environment to create
input data for the NASTRAN program. In particular the software
was motivated to assist input to the NASTRAN Thermal Analyzer
portion of the program. In addition the software was designed to
run on the IBM 3277 Display Statlon Graphics Attachment
shown in figure 1. This hardware takes advantage of the bene-
fits derived from having twe display heads coupled in a work
station concept. The A/N processing is accomplished on the IBM
3277 display terminal and the vector graphics information dis-
played on any other vector graphic display terminal. For this
work a Tektronix 619 terminal was connected to the IBM 3277 dis-
play terminal. However, the graphics attachment RPQ provides a
standard R8-232 interface for attachment of any user selected
vector graphics CRT terminal.

Two display heads are better than one for pre and post pro-
cessing activities since the A/N communication with the program
does not interfere with the picture being presented. By direct-
ing all menu related information to the A/N terminal or any
standard print out informaticn to this terminal, the graphics
picture is preserved. The graphics attachment offers a per-
formance improvement over conventional dial up systems. The
graphics terminal is controlled entirely by the A/N terminal and
receives data at the same rate data is transferred to the IBM
3277. Therefore the vector graphics terminal is local to the
IBM 3277 and unknown to the host system. The work station is
completed with a suitable hard copy unit.

¥ Dr., Miller is at IBM, Poughkeepsie, New York
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The 4yraphlics attachment also has a FORTRAN and an APL
software RPQ support. This work makes use of the FORTRAN soft-
ware to generate the graphic orders.

PHASE 1 MESH GENERATION

A procedure has been developed which is named QT. This pro-
cedure is designed to provide an interactive mesh generation
capability for two dimensional models. However a companion pro-
cedure has been written which uses an imaging technigue to create
three dimensional brick and wedge elements from a twe dimensional
mesh, :

The mesh generation is accomplished using the hardware
described above as shown in the following steps:

1. Create mesh generation algorithm input data using standard
TSO editing procedures., Save the file.

2. Invoke the mesh generation algorithm using TSO.

3. The QT procedure will then display the mesh generated on the
graphics CRT for revief.

&, Review the mesh for errors.

5. If the mesh is accepted go on to set boundary conditions.

6. If the mesh is rejected return to Step 1 and modify input

data for redisplay until model 1s satisfactorily completed.

Figure 2-A shows the general flow for interactive processing
using the QT procedure.

PHASE 2 BOUNDARY CONDITIONS

Establishing boundary conditions is a task that requires
great care. The exact grid point number or element number, for
example, must be known in order to establish a constraint or load-
ing condition. Since this is the case a program was written
which displayed the results of mesh generation so that the analyst
could interact with the design for the purpose of setting bound-
ary condition information in a manner that did not require the
key punching of data in the fields required by the NASTRAN pro-
gram. In this application of interactive graphics the use of
the dual headed work station greatly simplifies the task.

The procedure 1is really quite simple in concept; that is, one
wants to point at a particular grid point or element and (fix
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certain degrees of freedom or establish values of load) communi-
cate constraints or loads to be applied through bulk data cards.

In the interest of speed, it was decided that a correspond-
ence table should be established between a grid point or element
number and a text string. This correspondence table would be de-
coded and the NASTRAN bulk data cards prepared at a later time
through the execution of a batch program., (This program is a
batch program and is designed to run at the same time as WASTRAN.)

The method incorporated for pointing at the display of the
mesh makes use of the cross-hair cursor. A dztection is made on
a grid point or element and control is returned to the program

u the A/N keyboard. The grid point or element number is
f;‘ltten on the A/N terminal for confirmation by the display
operator, at which time the keyboard is unlocked for input. If
the mg%ch is correct, a full 80 bytes of information can be enter-
is procedure permits several data items to be entered at

one time, separated by blanks. Obviously, the first data item
should be the mnemonic associated with the type of B.C. informa-
tion required. Therefore, SPC, SPC1, OVOL, etc., would be the
first data item followed by a blank and the related information to
be included on that bulk data card when the bulk data card is form-
ed at a later time in batch mode. A null response indicates an in-
correct match. After each detection, new data is keved in and the
enter key depressed. When the picture must be redisplayed to show
a different section of the model or to magnify a section, the word
END is entered so that a new window may be selected and further
work done on the constraints, etc., in that section of the model.
A null response on window selection terminates the procedure.
When the procedure is terminated, the data is saved on the file
initially allocated upon invoking the procedure.

TRANSLATION OF DATA TO NASTRAN FORMAT

The mesh and B.C. information must be translated from the
graphic structures to the rigid format required for NASTRAN or
another finite element analysis program., This i1s accomplished
using the QTNAST (Quadrilaterals or Triangles/NASTRAN) program and
files are created as shown in fig. 2b. This program can be run as
a pre—-NASTRAN step or as a stand-alone batch job. As a pre-NAS-
TRAN step, the data sets (files) can be temporarily allocated and
therefore a very compact form of the model data saved in lieu of
the fully expanded card formatted data which can typically bhecome
thousands of card images.

The pre NASTRAN or pre FEM program step, therefore, has ob-

vious advantages where space is costly or difficult to obtain on
a permanent basis.

125



The QTNAST translation program will not be described in detail
here as documentation exists on the program. Nevertheless, this
program is a companion program in the procedure described which
provides a very necessary function. The input data to this program
provides substantial flexibility for the analyst to create, merge
and modify models. The creation of three dimensional brick or
wedge shaped elements from the two dimensional mesh is just one
example.

PHASE 3 POST PROCESSING

An interface routine has heen written to read the PLT2 plot’
data which is created by selecting to use the NASTRAN general
purpose plotter interface., The Lvl 15.5 PLT2 data set may be
written to disk instead of tape by making the following declara-
tion on the NASTRAN card: SYSTEM(4#5) = 96. Then the PLT2 DD
card should have a direct access data set specified in the NASTRAN
procedure. This data set may be a partitioned data set for saving
plotting data for more than one model in each member of the data
set.

Once the data has been saved as described above the post pro-~
cessing (translation) routine can be invoked in the foreground
using TSO {time sharing option) and the various frames can be
drawn on the display terminal as shown in figure 3. The
frame can then be manipulated through a windowing technique which
permits the data to be redisplayed over and over again until the
desired magnification is obtained. (Examples of this for the frame
shown in figure 3 may be found in figures f4a & b, Note that the
size of the numbers change also which can be of assistance for
frames with very dense displays. In fact the grid point numbers
can be suppressed to mere dots on the terminal i1f required for
clarity.

Using this program, framégﬁéén either be displayed indivi-
dually or over laid if desiredw--

The program has the ability to incline the alphanumeric data

and the character size may be easily varied; however, normally
standard upright characters have been used.
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IG/0G PROGRAM FOR GRWNERATING AND DISPLAYING
NASTRAN INPUT AND QUTPUT DATA

By Ryoichi Mishima
and Akinori Myojin

Hitachi, Ltd. Japan
SUMMARY

Hitachi.Ltd. has developed a software system in structural analysis
fields using NASTRAN, and now HITAC users in Japan can use IG/0G
(Input Generator/Output Generator) program for NASTRAN, IG/0G saves
much time required to make a structure analysis date to interoret the
result from an analysis by NASTRAN,

INTRODUCTION

Generally, large-scale calculations in structure &nalysis regquire more
than 1000 elements and nodal points even in the analysis of plane
structure, In addition, thousands of input data cards must be prepared,
In the case of three-dimensional structure having various arbitary
shapes, & numerous amount of input data more than these must be prepared.
This operztion is extremely difficult to be done by hand and also
requires much time. On the other hand, the analytical results such as
the node displacement outputted for each nodal point, and the elementary
stress and force outoutted for euch element reaches several times the
input data, These bring about the Tact that nrodigious labor and time
must be shared for rearranging and retrieving the resultant ocutnuts
and preparing all necessfry renorts,

The IG divides & structural model set by the user into elements, and
generates the user communicetion file used as an input data file
to NASTRAN. The IG incorporated in NASTRAN helps to simplify the
aforementioned troublesome preparation of input data extremely.

The OG rearrénges & numerous amount of output data and plot them
gréphically or in figures to facilitate the retrieval of analytical
results. By writing the file-names used in the 0G into the user
communication file at the time of NASTRAN execution, the user enables
the 0G to draw various figures while changineg the narameters provided
for figure construction, after the completion of NASTRAN execution,
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IN®UT GENERATOR

Many excellent automatic mesh generation programs for specific
structures such &s aircraft and ship have been developed and introduced,
For general structures, however,few of those programs &re uséble. The
autometic mesh generation program (TG) of IG/0G inroduced in this papez
ha8s been developed for universal applications, for which various new
concepts were incorporated.

A whole structure cannoi be divided completely at & time . In this
system, it is divided into sub-structures called parts which are then
inputted. The part is formed by & relatively simple shaépe such as triangle,
quadrilateral, or the like. In the IG the respective narts are mesh-
generated and then combined with efdch other to complete dividing & whole
structure in mesh. The number of processings necessary for dividineg
a structure into narts is only e frection{several ten times less) of
that needed for dividing into structural elements, although it depends
on the shape. This brings about the fact that the number of processings
needed for data prenaration can be reduced greatly. In addition, special
data are not required when combining the respective parts with each other,
since the combining overation is performed based on the distance between
the coordinates of grid points.

The data which can be obtained by automatic mesh generation are limited
to some extent, but load and consiraint conditions can be created in
addition to grid point data &nd element combination data,

Part

Ten different kinds of parts are usable in the IG, each having its
own divide method. The list of divide methods is as shown below.

(1) Quadretic shave function method
(2) Cubic shape function method

(3) Rotational quad-atic plane method
(4) Coon's blending function method
5) Plane parallelogram method

(
(6) Rotational parallelogram method
(7) Cylindrical parallelogram method
EB) Rotational plane curve method

9) Similar translation method
(10)0rthogonally branched pipe method

Different kinds of paris may coexist within the same structure.
A part is defined by specifying boundary lines. Straight line, guadratic
curve, cubie curve, and aArc are used as boundary lines, The boundary linesg
usable for euch part differ according to the kind of part or divide
method. A boundary line is defined by specifying 2 or more points on it.
The points used to define boundary line are called characteristic points.
For example, straight line is defined by specifying characteristic
points 2% its both ends, and quadratic curve is by 3 points -- 2 at
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its both ends and 1 8t the intermediate portion of it.

The quadratic shave function method is one in which the plane structure
econsisting of triangle or gquadrilaternsl is to be divided. The boundary
line used in this method is represented by any one of straisht line,
quadratic curve, and cubic curve,

As shown in ™pg. 1, the structure repnresented by A,B,B,F,C,G,1,H in the
coordinate sysvem AY is correluted with the squére of abed in the coordinat
systemXf . 3hape function is used to correlate the points in the coordinate
systempglf with the voints in the coordinate system XY. The shape function
is the same 2s those often used in the finite element method. Dividing
opergétion is performed on the square in the coordinate systemof .

By obtaining the points corresnonding to the grid points menerated

" the aformentioned diviaine operation, the structure of A,l,B,F,C,G,D,H
15 substanaially divided.

The cubic shape function method is the same As the quadratic sheove
function method, except that vart shane is %-dimensional.

The rotational quadratic nlane method is an application of the
quadratic shape function method. The section of thick-wall shell
generated by rotating & ovlane around an axis is divided by using the
quadratic shape function methad., Tn the circumferential direction, the
shell is divided eveénly 4t the specified angle.

The Cooh's blending function method is one in which the method of
creatinr a free curve used in numericasl control is anplied to automatic mesh
generation.

In the plane parallelogram method, & structure approximating a
quadrilateral, whose ooposinag edges run almost in oarallel, is divided
into parts. Rach edge is defined as an aggregate of straight line,
quadrutic curve, and arec. If the oopnosing edees &re not in parallel,
an additional line can be specified at the intermediate nortion of them,
whereby the shapes of divided elements c&n be improved considerably.

The rotational parallelogram method is one in which the vlane parallelo-
gram methed is utilized for 2 thick-wall shell generated by rotating
a4 pargllelogram around an axis, like in the rotutional quadratic pnlane
method. The section of the shell is divided by using the vlane parallelo-
gram method. In the circumferential direction, the shell is divided
evenly at the specified anszle.

In the cylindrical parallelogram method, the section of & cylinder is
divided by usingz the plane parallelozram method. In the axial direction,
the cylinder is divided evenly at the specified length.

The rotaticnal vlane curve method is cone in which a thin-wall shell
generated by rotéating a curve defined on XZ plane is divided. The curve
ig defined as an aggregate of atraight line, guadratic curve, and arc,

The similar trensletion method is one in which the surféce generated hy
translating a straight line along acurve is divided. 'he curve is defined
as an aggregate of straieht line and arc.

The orthogonally branched pioe method is one which can be applied only
to orthogonelly branched pive. However, such pine c&n be combined with
other parts.
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Mesh Pattern

Fifteen different kinds of mesh patterns are available, whereby
the normal dividing operations ere satisfied. Por example, the Tollwing
patterns are included; a guadrilateral iz divided into triangles by using
shorter diagonal line instead of longer one, or the number of divisions
is increesed or decreased as dividing operation moves in & certain
direction. T

Each pattern has the corresponding code, thus B pattern to be used is
selectgd by spec?fy?ng the cgge co%respohding to the part.

Load Generation

lLoeds such as grid point force eand pressure can be generated.
The amount of eéch component contéined in grid point force and the

amcunt of pressure must be represented by the line&r function of grid
point coordinate values. Pressure is assumed to be applied in the
direction parpendicular to plane element. Grid point force is given
for each component,

Constraint

A gspecial part can be used for defining only the constraint
condition of grid point. This part is linear, being represented by
streaight line, guadratic curve, or cubic curve. "The boundary condition
8long the contour of structure cun be generated easily by using the
part,

Three~Views

In the analysis of complex structure, it is troublesome to input
the coordinate values of charecteristic points for defining the boundary
lines, The IG is capable of inputting the coordinate values by using
three-views in addition to inputting them dlirectly This greatly helps
to simplify the analysis of complex structure.

Command

The data incorporated in the IG are classified into the dsta
used to define & sgtructure and those necessary for activating the
actual mesh generation. The data needed for activating the generation
8re called commands. The following commands 8re avajilable,

(1) AUTOMESH
Activates the mutometic mesh generation of part,
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{2) TRANS
Trunlates automaically-mesh- generated parts similarly; i.e.,
the specified values are add~1 respectively toesch grid point
coordinate,
(3} ROTATE
Rotntes automatically-mesh- generated nart. This commend is capable of
placineg the part at any desired position in combinstion with TRANS,
(4) scALB
Contracts and expands pert,
{(5) REFLECT
Reflects part, Por evample, when & part is reflected on X axis,
the siamn representineg the X value of srid point coordinate is
reflected.
(6) BRASH
Eliminates part »f grid points or elements within & part,
{7) COMBINE
combines the respective parts which have been mesh-generated by
AUTOMESH command and operated by other commBnds.

{8) ruoT

Plots the data obtained by automatic mesh generation on the XY plotter,
(9) pRINT

Lists up the results of mutomatic mesh generation.
(1) ADD

Adds the data which cannot be created by the IG such as shape
date or material date in the formet of NASTRAN

(11) ADDEND
Indicates the end of additional data beginning with ADD command.

Output of IG

The putout of IG is available 8s shown below.
(1) NASTRAN input user communication file
This file serves &s an input %o NASTRAN,
(2) Mesh-generated structure projection
The results of automatic mesh generation are plotted on the XY
plotter,
(3) List of created data
The results of automatic mesh zeneration are listed up.

OUTPUT GENERATOR

The 0G edits the results of NASTRAN, Attempts are beinz made to
support the following functions in the festure; the aforementioned
results are to be drawn on the &Y plotter and graphic display, and
the specified contents are to be listed up in the specified format.

Currently, the 0G suoports the plotter function which is the same ag
that of NASTRAN and the function capable of drawing principal stress



diagram,

The input of 0G is the output user communication file of NASTRAN,
This file is prepared while execution is carried out in NASTRAN.
The module for creating the file has been developed newly.

Principal Stress Diagram

Principal stresses gccurring in tne elemenis of 8 plane can be
drawn on the XY plotter in which their amounts and directions are shown
by arrows. The principal stresses calculated in NASTHAN are read and
displayed via the output user communication file. The pen drawing the
diegram can be changed automatically according to whether the stress

i3 compressive or tensile,
Uger Communication TFile

Some of rigid formats supported by NASTHAN are looped. By writing
the files created in the looped portions by the QUTPUT module, the data
blocks having the same néme are written &s many times 23 the numbsr of
loops. These data blocks cause a confusion when they are referred to.

In the QUTPUT2 module currently supported, only the first and last
data blocks are referred to although & number of data blockas having
the same name exlist. To cope with this, QUTPUTS module ha&s been developed
newly. IN the OUTPUTS module, data blocks are outputted separately
for each loop, and loop number can be affixed to each data block.
Therefore, any desired data block can be referred to by specifying the
loop name or loop number or data block name, In &ddition, the OUTPUTS module

is capable of taking out not only datea blocks but parameters.
The following is an example of altersation card in rigid format 8 used
to create the user communication file.

1. ALTER 2
2, PARAM

ALTER 103

PARAM//C,N,ADD/C,N,0/C,N,0/%

ALTER 106
PARAM//C_N.ADD/V . N,100P/V,N,LOOP/vi Ny 1 /4

purpyTs, ,,,//C,N,0/V,N,UCF/C,N,X/C,N,B/Y,N,LOOR/$

In ALTER L%, 1 is added to parameter LOOQP, und the LOOP value is written
in QUTPUT5 next to ALTER 106.
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BXAMTLRS

The Pirst example is one to divide & structure like & rocket
shown in ®ig.12. The fuselage which is axisymmetric is divided in
the rotsétional plane curve method, and the wing is divided in the
quadratic shape function method. 664 elements Bnd 616 prid points
are generated. The number of input cards to IG is 30.

The second examnle is 8 holed plate. A gquarter of it is divided in
the plane parallelogram method and the quadraiic sh&pe function method.
It is easy to divide the part near the hole into smaller elements.
898 elements &nd 195 grid points are generated from 61 input cards.

The .hird example is & solid structure with the shape of I shown in
Fig.l4. The characteristic points of this exemple are inputted using
three-views, "or & simple structure like this it is not necessary to
uge three-views, 228 elements and 488 grid points are generated
from 84 input cards,

The fourth exemple is also & solid structure as shown in Tig.15,
The cylindrical parallelogram method is used. The input cards are
shown in Fig.16 and the result which is drewn on XY plotter is shown
in Pig.l7.

CONCLUDING RUuMARKS

in automatic mesh generation program was developed for universal
tpplicatinns, in which the structure of arbitrary shape is divided

into simple-shape sub-structures which are further divided into elements,

end then the sub-structures are combined with each other to complete

dividing the whole siructure in mesh. The number of processings necessary

for data oreparation is reduced to several ten times less. The
characteristic points defining the sub-structures c&n be defined by
inputting the coordinate values directly and by using three-views,
In the enalysis of complex structure, characteristic points can be
defined easily by using three-views.

A new output module was developed to suppart the function of editing
outputs, by which the data blocks prepared in DMAP loop can be assisned

accurgtely to addresses.
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Fie.l? Example 2 A quarter holed plate
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{CARD NO

1)
2
3
4)
5)

73

a3

9}
10}
11
12)
11
14}
15)
14}
17)
la)
193y
20
21)
22)
2%)
24)
25}
28)
27)
28)
29)
3g
313
32)
Iy
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TITLE MODEL (&)

CONTROL NONE 1

aLock D R

POINT 1 0.0 400,0

POINT 2 9.0 100,90

POINT 3 100,0 0.0

POINT & g.0 ~100,0

POINT 5 2.0 ~400,0

POINT .} 150,0 400,60

POINT T 150,48 200,0

FOINT 8 250,¢ 1.0

POINT 9 150,90 ~200.0

POINT 10 150,0 -400,0

POINT 11 300,90 400,0

POINT 12 640,¢ 0,6

POINT 13 300.,0 =400,90

LINEAR 1 1 2

ARC 2 2 3 L]

LINEAR 3 4 5

ARC 4 11 12 13

LINEAR 5 -] 7

ARC -] 7 8 9

LINEAR 7 9 10

PART 100 CLPL 3po0 3 ] 5
HEXAL 1 1 10040,0

LINE & 8

LINE 1 2 2 & 3 2

LINE 5 2 ] 4 7 2

AUTOMESHLIGO

COMRINE MODELOS ) 0.1

PRINT

PLOT ORTH Al 2
60.9 34.0 4,0

S

v

N

N

¥
b
[
{
1
|
L)

Pigz.15 Wxamnle 4,4 solid column

I NP UT DATA LIST

Pigz,16 Input data of Example 4
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NASTRAN IMPLEMENTATION OF AN ISOPARAMETRIC
DOUBLY-CURVED QUADRILATERAL SHELL ELEMENT

By

A. B. Potvin and R. D. Leick
Exxon Production Research Company; Houston, Texas

SUMMARY

A gquadrilateral shell element, CQUAD4*, has been added to level 15.5
and subsequently to level 16.0 of NASTRAN. The element exhibits doubly-
curved surfaces and uses bi-quadratic interpolation functions. Reduced
integration technigues are used to improve the performance of the element
in thin-shell probiems. Several detajls of previous authors' (ref. 1)
work are clarified with respect to the present NASTRAN impliementation.

The creation of several new bulk data items is discussed along with a
special module, GPNORM, to process SHLNORM bulk data cards. In addition
to the theoretical basis for the element stiffness matrix, consistent mass
and load matrices are presented.

Several potential sources of degenerate behavior of the element are
investigated. Guidelines for proper use of the element are suggested.
Performance of the element on several widely-published classical examples
is demonstrated. The results show a significant improvement over pre-
sently available NASTRAN shell elements for even the coarsest meshes,
Potential applications to two classes of practical problems are discussed.

INTRODUCTION

Until recently, onily the CQUAD2 and its analog CTRIAZ were available
in NASTRAN for analyzing shells of arbitrary geometry. Compared to
current shell element technology, these elements are subject to the
following Timitations:

o Faceted (flat) surface geometry is poorly adapted to model
curved shapes.

* After the initial implementation of the new element was completed, the

arthors became aware of a similar proprietary element under develop-
ment by the MacNeal-Schwendler Corporation which used the name CQUAD4.
The reader should take care not to confuse these two identically
named elements, since it is our understanding that the formulation
and performance are quite different.
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o Lower order polynomials used in membrane formulation cause
element to be excessively stiff for in-plane deformation.

0o While the enforced linear variation of the normal slope along
the sides of the element guarantees interelement compatibility,
it causes the bending behavior of the element to be quite
stiff as well.

o In problems exhibiting thick shell and/or three-dimensional
behavior over certain regions, the CQUAD2 element is an
inadequate model and is difficult to interface with three
dimensional elements.

To alleviate these problems development work on the present (CQUAD4)
element was begur with the intention of implementing it in NASTRAN
Level 15.5. The efforts were partially successful but full implementation
was not achieved until NASTRAN Level 16.0 became available last year.
The choice of the element was primarily influenced by the need to
accurately represent curved surfaces as well as thick shel1/3-D behavior.
Such extremely accurate elements as Cowper's (ref. 2) and Dupuis'
(ref. 3) were rejected due to the present authors' preference to adhere
to the standard six degrees of freedom (dof) preferred by the majority
of the user community. Although the theoretical development has often
been presented elsewhere (refs. 1, 4, 5, 6, 7, and 8), we choose to
repeat enough of the development to ciarify certain issues which caused
difficulty in the present impliementation.
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SYMBOLS (Scalars)

Values are given in both SI and U.S. Customary Units. The
measurements and calculations were made in U.S. Customary
Units.

a, b Plate edge dimensions

D Shell flexural rigidity [Et3/12(1-v2)]

E Elastic modulus

950 9o40 Components of interpolation derivative arrays
935> Mgy

k Shear correction factor

L Structure length dimension

Ni (¢, n, &) Inferpo]ation fupction for node i

P Constant pressure l1aad on =lement

P Concentrated lcad magnitude

q Displacement value

R Mean (midsurface) radius

ti Thickness at node i

U, v, w Transiational displacements at a point in basic
system

u'y, v, ow! Translational displacements at a point in local
system

Uis Vi Wi Translational displacements ati node i

v

i

i
V2x’

Vv

i
Ix?

.

i i

10 Y1y V17 Components of unit vector defining local x axis

v;y, V;z Components of unit vector defining local y axis

i i < .
VSy’ V3Z Components of the shell normal at node i

coordinate

coordinate

at node i

at node j
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XIZI:

Basic cartesian coordinate variables
Local cartesian coordinate variables
Basic cartesian coordinates at node i
Rotational displacements at node i

Shearing strain components in local coordinate system

Direct strain components in local coordinate system

Poisson's ratio

Naturai frequency of structure
Curvilinear coordinate variables
Curvilinear coordinate at node i

Direct stress components in local coordinate system

Shearing stress components in local coordinate system

Component of transformation matrix

Mass density per unit volume



SYMBOLS (Matrices and Vectors)

[ALPHAT] Diagonal matrix of nodal thicknesses times local x rotation

{BETAT] Diagonal matrix of nodal thicknesses times local y rotation

[B'] Strain-displacement relation referenced to local ceordinates

[Bi‘] Strain-displacement relation pertaining to node i

[DELTAT] Array of translational displacements at nodes

(D'} Constitutive relation in local coordinate system

F Consistent load vector for element

[Gil Derivative array transformed to Tocal coordinates

[Hi] Derijvative array transformed to local coc~dinates per-
taining to 8/8{ operator

[ Jacobian matrix relating (x, y, z) and (€, n, &) systems

[K] Element stiffness matrix referenced to basic coordinates

(M] Element mass matrix referenced to basic coordinates

R Third row of Jacobian - Interpolated value of nodal normals

N Vector of nodal interpolation functions

[N] Array of nodal interpolation functions

3 First row of Jacobian - vector tangent to surface
€ = const

t Second row of Jacobian - vector tangent to surface
{ = const

35 Unit vector tangent to surface £ = const, defining local x'
axis

3t Unit vector tangent to surface { = const, defining local y'
axis

3n Unit vector normal to surface { = const, defining lTocal z'
axis

wp

Vii 321' 331 Unit vectors defining local tangent coordinates at node i
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Vectors defining the coordinate system for nodal rotations
Array of local x direction vectors at nodes

Array of local y direction vectors at nodes

Array of shell normals at nodes

Avrxy of nodal coordinates

Displacement dof at node i

Collection of nodal displacement vectors

Strain components in local coordinates

Local/global transformation matrix {(direction cosines)
Stress components in local coordinates

Transformation from (x', y', z') system to (£, n, L)
system

Differential operator matrix for computing strains



THE WMIFFNESS MATRIX

Basic Assumptions

Figure 1 shows the geometry of a typical element. The curvilinear
coordinate system (&, n, &) is used where £ and n Tie in the middle
surface of the element while { is directed through the thickness. Each
of these coordinates is allowed to vary from -1 to +1 on opposite faces
of the element. We adopt the customary assumption of shell theory that
the strain component (az.z.) in the thickness direction is neglected

compared to the other strains. The input items describing the element
geometry include the basic coordinates at each of the eight mid-surface
nodes (GRID cards) plus the vectors normal to that surface at each node
(SHLNORM cards). The length of each normal vector is taken to be the
thickness at that node. The thickness is interpolated quad—atically over
the element. At present only homogeneous, isotropic, materials (MATI
cards) are allowed. The element is not available for heat transfer
problems nor are thermal load vectors calculated.

Interpolation Functions

The nodal coordinates are related to the basic coordinates by the
equation:

£ ¥y
yS = [XCOORD] - T+ % [V3NORM] - W M
Z
X-I X2 P X8
where [XCOORD] = Y1 Y, Yg
Z-l 22 e e e e 28
e .
12 g |
V3x VBx VBx
a2 8
[VBNORW] = | vy, V5 . vy,
1.2 8
| Y3z Y3z - - Y3z
__— T
N = < N] N2 . e . N8 >

Details of the biquadratic interpolation functions (Ni) and their deriva-
tives are given in Appendix A.
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The trapslational displacements are chosen as u, v, and w in the x,
y, and z directions respectively. Two rotations, o, and Bi’ are defined

i
- >
about the local axes, Vi and v,

i tangent to the mid-surface at each
node {i). The choice of these two local axes is discussed in Appendix B.

We may relate the nodal displacements to the continuous displace-
ment representation in a manner analagous to equation (1).

u
vy = [DELTAT] - ® + § - [VITAN] - [ALPHAT] - N
W
- % . [V2TAN] - [BETAT] + N (2)
Uy 4y Ug
where [DELTAT] = Vl v2 V8
Y1 W Wg |
1 2 g8 |
Vla\ Vl)( Vl.-\
. _ 1 2 .8
[VITAN] = Vly v1y "1y
1 2 8
Vlz Vlz Vlz__
1 2 8 ]
V?.x V2x V?x
_ | .2 2 8
[V2TAN] = sz VZy . sz
1 2 &
_yZZ V22 “22
oty O 0]
[ALPHAT] = | 0 a,t, 0
0 0 agtg

pAGL 18
RIGINAL
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ity O 0o |
[BETAT] =] 0  Byt, . ... O
0 0 Bgty

Coordinate Transformations

T relation between the curvilinear coordinates (£, n, {) and the
basic coordinates (X, y, z) is commonly called the Jacecbian, [J], defined
as:

Ox/3E  dylof  dz/ok 3T
(31 = | ax/an  o®y/dn dz/on | = 4 (3)
ax/af  dy/sl  8z/3( rd
Using equation (1) we can write out these expressions as:
{ Bx/aﬁ) _
e, py/oE S = [XCOORD] - oN/ag + % - [V3NORM] - oN/ak (4)
laz/ag
ax/an '
T = {ay/an » = [XCOORD] - &N/an + % . [V3NORM, - aN/en (5)
9z/an
ax/af
> 1 =¥
ho= S ay/ol p o= 5 - [V3NORM] - N (6)
9z/d¢
where  BR/0E = < ON/0f ON,/0E . . . oNg/ak > |
al/on = < BNl/an aNz/an Coe . 3N3/aﬂ > T

The explicit forms of ONi/8f and 8Ni/9n are given in Appendix A.
Physically the % and T vectors may be considered tangent to the surface

[ = constant, while the N vector is merely the interpolated value of the
node normals and may not be exactly normal to that surface at the position

(€, n, ©).



Perhaps the most confusing point of the cited references is the use
of 5ti11 another Tocal coordinate system for definition of the stresses
and strains. The need four this additional (x', y', z') system arises
from the definition of the basic shell assumptions (particularly the
neglect of the through-the-thickness direct strain, Ez‘z‘)' We wish to

define, at any point in the element, a local (z') axis which is normal
to the surface { = constant along w1th two other orthogonal axes (x',
y'} which are tanhgent to that surface. Since we have previously deter-

. -r .
mined that $ and T are tangents to the surface, we can determine a
normal vector as:

<

= sxt (7)
V/IV, ] (8)

The other two unit vectors defining the local axes (35 and Vt) are

n

<
1

and
n

computed in a manner analagous te that given in Appendix B. Thus, x' is
measured along the 35 vector, y' is measured along the 3t vector, and z'

is measured along the 3n vector. We can define the transformation [8]
as:

[6) = [V, ¥ V. (9)
X x!

So = [8] < ¥' (10)
ra z!
u u'

and vy = [8] ¢ v (11)
W W'

The Strain-Displacement Relation

Using the newly developed local system and noting that e - is
neglected, we write the basic definition:
— -
Eytyt afax! 0 0
eylyl 0 d/ay! g u'
g = (y gyt ) = |9yt e/ 0 v! (12)
Yoig 3/oz' 0 8/8x" w'
yy‘z' h‘o a/sz' B/Byiﬂ
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We make use of equations (10) and (3) to develop the relation

d/9x’ a/9x a/9k
asey's = [0]7F {asmy > = 1817t 1317t { a/en (13)
d/oz' 8/dz 3/8¢
Define
6] = [e1' [a17? (14)

Where [E)]"1 is equal to [0]T, since [6] is defined to he an orthonormal
matrix. Then [¢] will have the form:

P17 9y O ]
b1 by O (15)
P31 93p P33

— —

A complete derivation of the terms in [¢] is given in Appendix C.

However, [J]_] is best evaluated numerically at each integration point
and cannot be written out explicitly. We combine equatijons (13), (14),
and (15) with (12) to arrive at:

{_¢11 8/28 + ¢, 8/80 0 0 ]
0 byy B/OE + B,y B/0N 0 N
N $,, 9/3E + ¢,, 8/0n b, &/9E + ¢., 8/3n 0 .
2 _ | t; 22 11 12 v
dqy /9E + g, /00 . 011 8/3E + dy, 0/on | |,

+ ¢33 3/d¢
0 by B/3E + dgy 3/3n b,y B/BE + 4y, B/2n
+ ggq 8/5C
— —

L,
= (@) 1\/'} (16)

w[

Finally we use (11) along with (2) to substitute the appropriate expres-
sion for the displacements < u' v' w' >

¢ = [a] (o) [OELTAT] - B+ [y - [0)7 - [VATAN] - [ALPHAT] - R - §

=[] - [6]" - [V2TAN] - TETAT] - R - % (17)
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By carrying out the indicated operations to allow the differential
operator [Q] to appropriately interact with { and N and by rearranging
terms, we arrive at the relation:

2 = [B']138 (18)
- 3 T
where 3 =< Sl 32 N 38 >
_ ) T
and gi =<uy vy W oy Bi >

The expiicit form of [B'] 1is shown in Appendix D.

The Stress~Strain Relation

Again referring to the primed local coordinates, the constitutive
Taw is:

g = (o] ¥ (19)
T
Wher'e g" = < Ux|x[ Uy|y; txlyl txlzi tylzl >
and {for a homogeneous isotropic material):
1 v 0 0 0
v 1 0 0 0
'] =S50 0o B 0o o0 (20)
1-v 1-v
0 0 0 K 0
1-v
0 0 0 0 K
s —

Here k is used to improve the shear representation. The displacement
assumption causes the shear to be constant through the thickness, whereas
the proper distribution is closer to parabolic. The ratic of the strain
energies of the two distributions (parabolic/constant) is 1.2 which is
substituted for k.

The Element Stiffness Matrix (Subroutine KQUAD4)

The standard virtual work arguments lead to the stiffness computation
as follows: '

K] = f (8'1 [D'] [B'] dvVol (21)
Vol

The usual volumetric measure is dx dy dz, Here the variables of integra-
tion are £, n, and {. The conversion of the cartesian volume to the
curvilinear volume is via the Jacabian. Thus,
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dVol = dx dy dz = det [J] d§ dn df (22)
1 1 1 T
So [K}] = { { { [B']" [D'] [B'] det {J] d€ dn df  (23)

The integration is carried out numerically using two Gauss points in
each direction. While capable of properly integrating the element's
volume, this “reduced" integration is not sufficient to exactly evaluate
the complex polynomials produced by equation (23). This implies that,
while ultimate convergence is assured, the behavior will not be either
baunded or monotonic, However, several authors (ref. 4 and 9) have
shown that, by purposely underestimating the energy, the performance of
the element js enhanced. By taking [J] and [8] to be invariant through
the thickness, it is possible to explicitly carry out the integration in
{. We choose not to do so, however, in order to ensure complete gen-
grality of the formulation for both thin and thick shell cases.

Stress Recovery (Subroutines SQUD41 and SQUD42)

Once the elements are assembled and the system equations solved for
the displacements, the user needs to know the element stresses as well,
Combining equations (18) and (19) with & now known, we obtain:

Y

o' = [D'] [B'] 8 (24)

Recall however that, in general, [B'] is a function of the curvilinear

coordinates (£, n, &). o' is therefore also a functian of these cocr-
dinates, so we must choose which points we will use for stress evalua-
tion. It is known that the numerical integration points are the best
"samples" of the overall element stress vield. Unfortunately the values
of { = £0.57735 do not give the maximum stresses through the thickness
it bending is present. We have compromised to select the eight points
given by § = +0.57735; n = +0.57735, and { = *1.0 to allow evaluation of
the stresses at the top and bottom surfaces of the element (c.f. diagram
in Appendix A). Since the values of Oyt s Uy'y' and tx,y,
in the (x', y', z') local system, the stress directions may not be mean-
ingful to the user. Consequently, the principal stresses (nl, Oy, and
tmax) are also calculated and form the additicnal portion of each line

¢f output.
THE CONSISTENT MASS MATRIX (Subroutine MCQUD4)

For simplicity we will neglect the rotational inertias associated
with the a and B degrees of freedom. This assumption is particularly

*Notice that Tytg and ty.z. are zero on the top and bottom surfaces.

* are evaluated
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appropriate for thin and moderately thick she11s It allows us to

reference everything to the mid-surface ({ = In particular:
M = § p [N1' (] avol (25)
Vol

Choosing p = constant and making use of the above assumption (i.e.
1

J df =
-1

Ml = p [t [N]' [N] dA (26)
A
= 1 1 [
N1 0 0 : N2 0 0 : : N8 0 0
- { |
where [N] =10 N1 0 : 0 N2 0 : : 0 N8 0
| |
8] 0 N1 : 0 0 N2 : ; 0 0 N

In general p may be allowed to vary quadrat1ca11y over the element in a
manner similar to the thickness. This feature is not required for most
cases of interest,

Since { = 0 on the midsurface, we must resort to the device of
computing the unit area in curvilinear coordinates as (using equations
{4) and (5)):

dA = dx dy = |3 x | d& dn (26)

where |s X %1 may be interpreted as the projection on the normal vector
i of the normal vector associated with infinitesimal area, dx - dy.

Thus,

t (N7 [N] V| d dn (27)

e

1
Ml = p J
-1

In this case the full three-point Gauss integration must be used to
properly evaluate the expression.

THE CONSISTENT LOAD VECTOR (Subroutines PLOAD4 and PWORK)

We derive the expression for a constant pressure (p) normal to the
mid-surface of the element. As before, a quadratic variation of the
pressure would cause no inherent difficulties. The development is
entirely analagous to that used for the consistent mass matrix. Thus,
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1.,
{ (N1 V_ dE dn (28)

Again, the three-point Gauss rule is used to evaluate the expression.
SPECIAL NASTRAN CONSIDERATIONS

New Bulk Data Cards

Three new Bulk Data cards have been added to NASTRAN in coenjunction
with the new element. They are:

CQUAD4 - describing the element connectivity

PLOAD4 - specifying the elements to which constant pressure (p)
is applied at the mid-surface

SHLNORM - inputting the direction vector of the normal to the shell
surface at each grid point.

A complete description of each of these items is found in Appendix E.

Module to Process She:” Normals*

A new module, GPNORM, has been coded which converts the “external
grid point ID's on a SHLNORM card to the appropriate internal SIL's.
The module also transforms the normal vector into the basic coordinate
system for the problem and writes the results on the output data block
SHLNRM. The BDMAP calling sequence for the module is:

GPNORM GEOM1,EQEXIN,BGPDT,CSTM / SHLNRM §

GPNORM must be added to the DMAP rigid format immediately prior to the
TALl module. SHLNRM must be added as the final input data block of TAl.

Augmented ECPT and EST Data Blocks*®

The make up of the EST (and by analogy the ECPT) for the CQUAD4
element follows the standard format for the first 43 words.

Word Contents
1 Element ID
2 Material ID
3-10 8 Grid Point SIL's
11-42 8 sets of Grid Point CSID's
plus basic x, y, z coordinates
43 Element Temperature

*The idea to use GPNORM to process the shell normals as well as the
technique for augmenting the ECPT and EST data blocks is credited to
Miles Hurwitz of NSRDC.
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The formulation of the element requires the components of the shell
normals. These must be appended to the EST by subroutine TAlA.

44-67 8 sets of X, ¥, z components of
the shell normals in basic
coordinates

Subroutine TAIB performs a similar augmenting process for the ECPT data
block.

VERIFICATION

Consider the limiting case of a square, simply supported flat plate*
subjected to two Toad conditions, 1) a central load normal to the plate
and 2) a uniform normal pressure. Figure 2 indicates that excellent
convergence to the Timoshenko {ref. 10) result can be obtained with a
1 x1oratmst a2 x2 grid. Note, however, that the usual bound
theorems are not available with this particular elemént due to the use
of reduced integration.

The next step in analytical complexity is ._presented by the prob-
lem portrayed in Figure 3, a pinched cylinder with free ends.®* Accord-
ing to Timoshenko, the radial deflectjon at the point of application of
the load, for the geometry given, should be -2.76 mm (-0.1087 in.).
Timoshenko's result is based on an assumption of inextensional deforma-
tion which neglects the middle surface strain of the shell. The CQUAD4
element gives a slightly higher result of -2.89 mm (-0.1139 in.) for a
325 degree of freedom model of one-eighth of the cylinder. Cantin and
Ciough (ref. 11) predict a deflection of -2.87 mm (-0.1128 in.) using a
cylindrical shell element model with 1200 degrees of freedom for one-
eighth of the cylinder. Therefore, the CQUAD4 element, alithough not
monotonic in convergence, does give excellent results for a minimum
number of degrees of freedom.

An example problem which has become a classic for checking the
response of shell-type elements is shown in Figure 4. The example is a
cylindrical shell roof loaded by its own weight.* The ends of the shell
are supported by diaphragms and the sides are free. It should be noted
that two "exact" solutions have been quoted by various researchers.
These two solutions may be attributed to Scordelis and Lo (ref. 12) and
Cowper, Lindberg, and Olson (ref. 2).

Scordelis and Lo based their calculations on the theory of Gibson
(ref. 13) essentially using shallow shell equations. Cowper, Lindberg,
and Olson claimed that the shallow shell approximations were not used
consistently when particular Teadings were considered. They expanded
the trigonometric representation of the Joad variation up to second
order within =ach element by means of a Taylor Series. In addition

*When proper symmetry conditions are applied, only 1/4 or 1/8 of the
entire structure need be modeled in each of these cases.
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Cowper, et al. performed the integration of both the stiffness and load
matrices over the avea of the actual shell surface. Hence, the primary
difference between the two "exact'" solurions is the manner in which the
consistent load matrices are formulated. ine formulation of the present
element follows more closely the ~evhud af 3Scordelis and Lo and hence
will be compared to their "exacl” solutis

Table 1 gives the computed displazements based on the grids defined
in Figure 4. Note that excellent conve~gence is obtained. Figure 5
compares the predictions of the CQUAD4 element with the CQUAD2 element
as well as slightly different formulations of the CQUAD4 element in the
MARC (ref. 14) and SUPERB (ref. 15) finite element programs. Based on
the results indicated in Figure 5 the CQUAD4 element is judged to be the
most accurate.

To demonstrate the appliicability of the CQUAD4 element in madeling
dynamics problems, consider the rectangular cantilever plate vibration
problem reported by Zienkiewicz (ref. 16) (see Figure 6). Compared in
Figure 6 are test results by Plunkett (ref. 16} and finite element pre-
dictions based on a non-conforming triangle by Zienkiewicz and results
from the CQUAD4 element. Note that even the two element idealization
with the CQUAD4 element gives excellent results for the first four
mades.

POTENTIAL SOURCES OF ELEMENT DEGENERACY

Three potential sources of element degeneracy were investigated.
The first, non-rectangularity of the mesh, is iliustrated in Figure 7.
One quarter of a simply supparted flat plate subjected to uniform pres-
sure was modeled as shown with apngular "offsets" or variations in the
mesh rectangularity of up to 30°. As indicated in Figure 7 by the
displacement prediction for the center of the plate, variations of up to
20° resulted in only 2% variation in deflection compared to the regular
rectangular grid. The 30° variation resulted in a 7% difference. It
would appear from these results that, for most applications, non-
rectangularity will not have a significant effect on the results. How-
ever, care should be taken to maintain small angle variations of less
than 30° as good practice.

The second potential source of degeneracy investigated was the shell
thinness ratio, t/R. A pinched cylinder example was once again selected
and the t/R ratio varied from 0.1 to 0.0001 as shown in Figure 8. By
examining the product of the radial deflection at the point of toad
application and the flexural rigidity of the shell it is evident that no
numerical instability exists even for very thin shells. Notice that for
thicker shells (e.g. t/R > 0.1) Timoshenko's assumption of thin shell
behavior is increasingly violated and some deviation of the finite
element results from the classical solution is obtained.
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The third potential source of element degeneracy to he investigated
was similar to the mesh non-rectangularity of the flat plate probTem.
This example considers the event of a misalignment of the edges of the
element with the directions of principal curvature in a shell idealiza-
tion. Such a discretization may necessarily occur as a result of com-
plex intersections of several shell elements. The pinched cylinder
probiem discussed previously was chosen as a simple 1imiting case. A
2 X 2 grid was selected for one-eighth of the cylinder and symmetry
conditions were enforced. The element edges in the circumferential
direction were allowed to vary from the direction of curvature as shown
in Figure 9. The authors found that the radial deflection at the point
of load appiication was virtually unaffected for the cases examined.

It may be concluded that, based upon the previously described
investigations regarding element degeneracy which could possibly result
from potential misuse, the CQUAD4 element appears to be exceptionally
stable. Care should be used, however, in maintaining "relatively"
rectangulay, element configurations,

APPLICATIONS

At Jeast two potential sources of application for the CQUAD4 ele-
ment exist in the offshore industry. Offshore drilling and production
platforms are typically either a space frame of tubular members, commonly
called a steel jacket structure, or a reinforced, prestressed concrete
structure, commoniy called a gravity structure. The welded intersec-
tions of tubular members in a steel jacket are called tubuiar joints and
represent sources of potential fatigue problems due to high stress
concentrations. The CQUAD4 element represents a significant increase in
computational accuracy compared to the CQUAD2 element for conducting
stress analyses of these tubular intersections.

The reasons for the improved accuracy are two-fold. The curved
surface of the CQUAD4 element is jts most obvious advantage. It was
often necessary to use excessive CQUAD2 elements in otherwise coarse
mesh regions of the joint model just to approximate the cylindrical
geometry. An extremely important but less obvious advantage of the
CQUAD4 element is its higher-order representation of the dispiacements,
strains, and stresses, without having to expend any additional degrees
of freedom. This advantage manifests jtself in the degree of mesh
refinement required to achieve a given Tevel of accuracy. Whereas a
FINE or EXTRA FINE mesh was requirea to achieve acceptable results using
CQUAD2 elements (c.f. reference 177, a COARSE or MEDIUM mesh of CQUAD4
elements is sufficient. Such a typical mesh is shown in Figures 10 and
11 for a T-Joint and a K-Joint respectively. The mesh was automatically
generated using the TKJOINT program described in reference (17). That
program has recently been recoded to allow generation of the appropriate
SHLNORM bulk data cards at each substructure grid point.
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It should be pointed out that the CQUAD4 element, does not specifi-
cally address the problem at the intersection line of the tubular mem-
bers. Here the question is not whether the Yocal behavior is more
closely approximated by thin-shell or thick-'4211 theory, but how hest
to provide a transition to the three-dimensicnar state of stress which
exists and how to include the weld geometry. Again the CQUAD4 element
has an advantage over the CQUADZ since it has been derived from a 20-
node hexahedron. If a mesh of these 20-node elements is designed for
the locality of the intersection, the transitional behavior between the
CQUAD4 and the CIHEX2 should be smooth due to the compatibility of the
basic interpolation functions. Unfortunately the trans!tion between the
two element types will still require a rather complex set of MPC's to be
generated and this problem has not been adequately addressed at the time
of publication,

The second source of potential application regards the structural
modeling of the relatively thick shell cylinders and panels which com-
prise the base and towers of gravity siructures (see Figure 12). Sec-
tion A-A in Figure 12 illustrates the shel% connections where the pres-
ent element could be used. The individual cells are on the order of
20 meters in diameter and from 0.5 meters to 1.0 meters thick. The
CQUAD2 element would be incapable of accurately modeiing the structura?
behavior associated with this geometry. The CQUAD4 element provides the
possibility of coupling with the CIHEX2 element to perform glebal
stress analyses of these structures,



APPENDIX A

The biquadratic interpolation functions are well-known throughout
the 1iterature. They are repeated here along with their derivative
forms only for the sake of completzness.

4

7
s *— *

+o
+o

8¢ I———»s +6

= +
w

1 5 2
Integration
Node £ n ¢ Point g€ n L

1 -1 -1 0 A -0.57735 -0.57735  +0.57735
2 1 -1 @0 B 0.57735 -0.57735 +0.57735
3 1 1 0 ¢ -0.57735 0.57735 +0.57735
4 ~1 1 0 D 0.57735 0.57735 +0,57735
5 D -1 0 O

6 1 0 0

7 0 1 0

8 -1 0
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Corner Nodes (i =1, 2, 3, 4)

Ny =g L+ EED (@ mp (Eg + g - 1)
AN, /8¢ = % E; (L +angd (286, + n,)
aNi/an = % n; (1 + ggi) (ggi + Znni)

Midside Nodes with Ei =0(i=5,7)

- 1 _ g2
Ni =3 (1-§&7) (U + nni)
BN, /3E = = £ (1 + nn,)
=31 - g
aNi/aﬂ-gfli (1 E )
Midside Nodes with n; = 0 (i=6, 8)
_D 2
Ni "'2"(1"'&&.{) (L -n")

-1 2

BNi/ﬂn =-~-n 1+ Egi)

(A-1)

(A-2)

(A-3)

(A-4)

(A-5)

(A-6)

(A-7)

(A-8)

(A-9)
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APPENDIX B

At each node we are given the vector Vsi which is normal to the
midsurface aE that point. thh reference to the basic gx, ¥, z) coordinate
system, let 1 = (1 0 0) and j = (0 1 0). Choose Vl. =19 X vBi which
makes Vl perpend1cu]ar to V31 and the x axis. If VB‘ is parallel to

i, then choose V1 =3j X \a'3-1 to remove the ambiguity. The third vector
of the triad is then V21 = V31 X Vli'

To compute the coordinate system transformation matrix, .: normal-
ize the components of each vector by its scalar length and form the set

> > ->
[Vli Vo3 Vsi] where

v 3 2
Vig = V3:/lV45]  ete
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APPENDIX C
Equations (3-6) define the components of the Jacobian as:
ET
01 ={t (c-1)
A

The schematic form of the inverse may be written as:

7 = g [ExH AxdH Exdy (c-2)
Equations (7-9) define the local transform [8] as
6] = [V, ¥, V. (c-3)

where v_ was computed as the normal to the surface { = const by taking
s x t/]s x £| and 35 as well as Wt were defined to be perpendicular to
3n' It is therefore clear that 35 and 3t will 1ie in the same plane as

¢ and T but that 3n may not in general be considered parallel to S

Consider the computation oY [¢] = [0]T [J"l]
3 T
5
) = gerardie p [EXD G xH Ex D) (C-4)
3 T
LN
vedxh 3T dxdh v @dxh
e L IR RN G N AR B 51 >
_?HT cdxh VT oa@xd v Ex %2_
Now we know that (s x ) = vn = |§n] . 3n . Therefore, since the dot

product of perpendicular vectors is zero, we have 3ST . (Z X f) = 0.
This compietes the derivation of [¢]. Notice that the terms L and
¢“2 are not set to zero as was done ir reference (4). The only time

that these terms would be zero is when the vector n is exactly nermal to
the surface at the point (£, n, {). This event will only occur in the
case of flat plates. The consequence of neglecting these two terms is
to introduce an imbalance in the moment equilibrium of the shell (c.f.
ref. 18).
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APPENDIX D

We choose to divide the [B'] matrix into the following nodal
partitions:

§ o= [BY By . ... By 2 (D-1)

We shall write out the expression fur a typical partition [B ] by
rearranging appropriate terms from equatien (17):

t, . t.
[B}] = [[n] Ny [81" + [ N, &5 101 V' - 01 N & o g6l V)]

I

Define 915 = 914 8Ni/85 + 1, AN./80
9pi = 0p1 ANG/BE + 0,5, AN, /3N
(D-3)
O3; = 03 ON;/BE + ¢, ON./BN
hy; = 33 N
rgli 0 0|
[N d5; 0
S0 [Gi] = (0] Ni = 9o dy ¢ 0 (D-4)
% 0 9y
0 Y3 924
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0 0 0
0 0 0
and [Hi] = 0 0 0 (D-5)
hy; O 0
0 hgy 0|
Finally,
. T.Y Tai Y T i
(B = 6] 18] + 5 (¢ te,1 + ;D 10 V1 - ot ra) ¢ D 17 Y,
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Input Data Card

Description

-
-

CQUAD4

APPENDIX E
BULK DATA DECK

Quadritateral Element Connection

element (QUAD4) of the structural model.

Format and Exampie:

Defines a homogeneous quadrilateral membrane and bending

1 2 3 4 5 3] 7 8 9 10
CQUAD4 EID MID Gl G2 G3 G4 G5 Ge |abc
CQUAD4 72 13 13 14 15 16 21 22 |ABC
+bc &7 G8 TH
+B8C 23 24 25.2
Field Contents
EID Element jdentification number (Integer > 0)

MID Identification number of a MAT1 material card (Default is

G1,G2,G3,G4
G5,66,57,G8

TH

172

EID) (Integer > 0)

Grid point identification numbers of connection points
(Integer > 0; G1 # G2 # G3 # G4 # G5 # G6 # G7 # G8)

Material property orientation angle in degrees (Real)

The sketch below gives the sign convention for TH.




G4

G6

a8 TH

G5
Gl . G2

—-.—.._..._.__._._-

Remarks:

1,

Element identification numbers must be unique with respect to all
other element identification numbers.

Grid points G1 through G4 are corner nodes and must be ordered
consecutively around the perimeter of the element in a counter
clockwise direction. G5 through G8 are midside nodes and must have
similar ordering where:

G5 lies between Gl and G2
G6 lies between G2 and G3
G7 lies between G3 and G4
G8 Ties between G4 and Gl

The continuation card must be present.
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BULK DATA DECK

Input Data Card PLBAD4 Pressure Load

Description: Defines a uniform static pressure load applied to two-
dimensional elements. Only QUAD4 elements may have a pressure load
applied to them via this card.

Format and Example:

1 2 3 4 5 6 7 8 9 10
PLBADS SID P EID EID EID EID EID EID
PL@AD4 21 ~3.6 4 16 2

Alternate Form

PLPADS SID P EIDL | "THRU"} EID2

PLAADA 1 36.4 16 THRU 48

Field Contents

SID Load set identification number (Integer > 0)

P Pressure value (Real), positive pressure value indicates

pressure in the negative normal direction.

EID

EID1 Element identification number (Integer > 0; EID1 < EID2)

EID2

Remarks:

1. EID must be 0 or blank for omitted entrys.

2. Load sets must be selected in the Case Control Deck (LBAD=SID) to
be used by NASTRAN.

3. At least one positive EID must be present on each PLEAD4 card.

4, If *he alternate form is used, all elements in the range EID1

174

through EID2 must be present.



B.

The "work equivalent" load vector is computed for each element
using the relation

F=p T

[N]' ¥ det [3] d& dn

e
ot by 1

A1l elements referenced must exist.
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BULK DATA DECK
Input Data Card SHLNORM Shell Normal

Description: Defines the direction of a normal to the shell of the
structural model.

Format and Example:

1 2 3 4 5 6 7 8 9 10

SHLNORM b cp X1 X2 X3

SHLNORM 2 3 1.0 2.0 | 3.0

Field Cantents

10 Grid point identification number (0 < Integer < 999939)
at which this normal is located.

cp Ildentification number of coordinate system in which the
shell normal is defined (Integer > 0 or blank ).

X1,%X2,X3 Components of the shell normal in coordinate system CP
(Real).

Remarks:

1. All grid point identification numbers must be unique with respect
to all other structural, scalar, and fluid points.

2. The meaning of X1, X2 and X3 depend on the type of coordinate

system, CP, as follows: (see CARD _ _ card descriptions).
Type X1 X2 X3
Rectanguiar X Y Z
Cylindrical R B(degrees) z
Spherical R o(degrees) d{degrees)
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TABLE 1. BISPLACEMENT CONVERGENCE FOR CYLINDRICAL SHELL ROOF

GRID Va Wy Ug We

1x1 -0.226 -9.609 ~5.413 1.801 cm
~0.089 -3.783 ~2.131 0.709 in.

2x2 -0.368 -8.966 -4.752 1.313 cm
-0.145 -3.530 -1.871 0.517 in

3x3 -0.381 -9.241 -4.379 1.346 cm
-0.150 -3.638 -1.82% 0.530 in.

4 x4 -0.281 -9.208 -4.854 1.379 cm
-0.150 -3.626 -1.911 0.543 in,

EXACT -0.3B4 -9.406 ~4.986 1.324 em
-0.150 -3.703 -1.963 0.625 in.
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FIGURE 1. ELEMENT GEOMETRY AND LOCAL COGRDINATE SYSTEMS
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FIGURE 2. CONVERGENCE STUDY FOR SIMPLY-SUPPORTED FLAT PLATE

ALI'IYIID ¥004d 10
ST 89Vd "T¥YNIDTHO

-
|
I
} E = 69.4 KN/mm? (1.0 x 107 psi)
| v =03
o F———— b
/ a =b = 254 mr {10 in.)
! t = 2.54 mm {0.1 in.}
/IA P = 178.4 N (40 1b.), 6.94 KN/m? (1.0 psi)
[ —
VERTICAL DEFLECTION AT CENTER
GRID CENTRAL LOAD UNIEORM PRESSURE
mm in. mm in.
1x%1 -1.286 ~5.062 x 10°2 -1.214 -4.778 x 1072
2x2 -1.284 -5054 % 1072 -1.142 ~4.498 x 1:0"2- )
3x3 -1.294 -5.095 x 1072 -1.143 -4.50 x 1072
4x4 -1.295 -5.098 x 1072 -1.139 -4.483 x 1072
TIMGSHENKO -1.287 -5.068 x 1072 -1.128 —4.44 x 1072
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FIGURE 3. CONVERGENCE STUDY FOR PINCHED CYLINDER PROBLEM

—z-jo
y
-~

E = 72,9 KN/mm? (10.5 x 10° psi}
» = 03125
= 125.8 mm {4.953 in.}
L = 262.¢ min (10.35 in.)
t = 2.39 mm {0.094 in.}
P = 4459 N (100 ib.}

c 1x1 D c 2x2 0
A B A B
c D c D
A 3x3 B A sxa B
GRID DOF RADIAL DISPLACEMENT
(TOTAL) AT POINT D
mm in.
1x1 40 ~2.517 -0.99% x 1971
2x2 105 -2.753 -1.084 x 1077
3x3 200 -2.863 -1.127 x 1671
4x4 325 -2.893 -1.139 x 1071
TIVISHENKO -2.761 -1.087 x 107
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FIGURE 4. MESH CONFIGURATIGNS FOR CYLINDRICAL SHELL ROOF

FREE EDGE

15.24 m (50 )

E = 20.8 KN/mm? (3.0 x 10° psi
v= 0,0
t = 7.62 cm (3.0 in.)

SHELL WEIGHT = 4.34 KN/m?
{30 Ibfftd)

2x2

d Jd0

81 5Vd TVvNIOIMO

ALTTVOD W00
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VERTICAL
PISPLACEMENT
AT CENTER OF

FREE EDGE

FIGURE 5. ELEMENT CONVERGENCE COMPARISON
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cm
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EXACT = 9.406 mm

9.0

8.0+

7.0+

6.0}

5.0

Ne—"—

{3.703 in.;

® CQUAD4 ELEMENT
m NASTRAN CQUAD2

4 MARC/AHMAD ELEMENT

o SUPERB/AHMAD
EL EMENT (REF. 156)

— EXACT (REF, 12}
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FIGURE 6. FREE VIBRATION OF A CANTILEVER PLATE

E = 208.3 KN/mm? (3.0 x 107 psi)

v = 0.3
/l = 7.85 t/m° {6.283 Ibfin)

"

e
L = 50.8 min {20in.)
h =

25.4 mm (1.0 in.)

1 = 2.54 mm (0.1 in.}

w/V plptL?
EXPERIMENTAL NON-CONFORMING TRIANGLE
MODE (PLUNKETT) ZIEN KIEWICZ CQUAD4 ELEMENT
2x1 4x2 2x1 4x2
1 3.50 3.39 3.44 3.45 3.43
2 14.50 15.30 14.76 14.64 14.43
3 21.70 21.16 21.60 22.63 21.30
4 48.10 49.47 48.28 48.79 46.82
5 60.50 67.46 60.56 60.55
6 82.30 88.84 90.76
7 92.80 92.24 97.17
8 118.70 1172.72 123.05
g 125.10 118.96 130.23
10 154.00

4 40

O
oyd NI

ot W

b8}
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FIGURE 7.DEGENERACY RESULTING FROM NON-RECTANGULARITY

Choome— 4D
i
i
i
|
|
1
] L
A B
E = 69.4 KN/mm? (1.0 x 107 psi)
v=03
a=hb = 254 mm (10 in.}
t = 254 mm (0.1 in.}
P = 6.94 KN/m? (1.0 psi)

>
]

L

[ ]
)

>
[
'3
w

GRID VERTICAL DISPLACEMENT
AT POINT D
mm in.

RECTANGULAR -1.143 ~4.498 x 1072
10° OFFSET -1.145 -4,506 x 10°%
20° OFFSET -1.118 -4.403 x 1072
30° OFFSET -1.059 -4.169 x 1072
TIMOSHENKO -1.128 -4.44 x 1072




FIGURE 8. DEGENERACY DUE TO THINNESS RATI

L8T

P
‘g YT E = 63.4 KN/mm? {1.0 x 107 psi)
é -l v =03
R = 25.4 cm (10.0 in.}
% o L = 50.8 cm {20.0 in.)
l l P = 445.9 N {100 Ib)
L
3
1 PR ] 2
= - — (0.149) ——— — D = -1.0716 x 10° N mm
Qmax 7 (01481 =0 Amax
D Ymax
t/R (N mm) {rmm) (qmax) (D)
0.1 1.047 x 108 -1.185 x 1072 -1.234 x 108
]
0.01 1.041 x 10° -1.035 x 107 -1.078 x 10°
0.001 1.041 x 102 ~1.024 x 10% -1.066 x 10°
0.0001 1.041 x 107" -1.024 x 107 -1.066 x 10°
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FIGURE 9. DEGENERACY {JE TO MISALIGNMENT
WITH DIRECTIONS OF PRINCIPAL CURVATURE

*NOTE USE OF DEVELOPED SURFACE COORDINATES



FIGURE 10. SUBSTRUCTURE MESHES FOR TYFICAL T-JOINT

ORIGINAL PAGE I8
OF POOR QUALITY
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FIGURE 11. SUBSTRUCTURE MESHES FOR TYPICAL K~JOINT
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FIGURE 12. TYPICAL CONCRETE GRAVITY STRUCTURE
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MODELING STRUCTYRAL DAMPING FOR SOLIDS
HAVING DISTINCT SHEAR AND DILATATIONAL
LOSS TACTORS

A. J. KALINOWSKI
NAVAL UNDERWATER SYSTEMS CENTER

SUMMARY

For steady state time harmonic problems (rigid format 8), the NASTRAN pro-
gram as currently configured treats internal structural damping through the
introduction of a singlr structural element damping coefficient that typically
is viewed as the ratlo of the complex to real modulus of elasticity (Ei/Er).
For problems dealing with two or three dimengsional dynamic linear viscoelastic-
ity (e.g. a Kelvin-Voigc viscoelastic model), the present NASTRAN capability
cannot directly handle this situation whereln twe independent damping coeffici-
ents are required to properly model the dissipation phenomenon. A technique is
presented whereby the user can adapt the standard versions of NASTRAN (without
resorting to either DMAP and/or FORTRAN coding changes) for the purpose of
treating this class of problem.

INTRODUCTION

This paper is concerned with the solution to 1, 2, or 3 dimensional steady
state (time harmonic) structural response problems wherein part or all of the
structure is comprised of a linear viscoelastic material. In particular,
attention is focused on the representation of the viscoelastic dissipation (or
equivalently sound absorption) properties of this class of materials. ‘TTypi-
cally, rubber-like materials fall into the category of interest. In situations
where the driving frequencies of the applied loading is large, the effect of
the energy dissipatlon characteristics on the overall dynamic response (partic-
ularly in wave propagation problems) can be significant. £onsequently, it dis
important that the material physical properties are modeled as accurately as
possible. In this paper, the Kelvin-Voigt viscoelastic model is selected
wherein the corresponding continuous field equations are given by (ref. (1))

~L
1+ B2
u

T, T ¥ ~ -
- A+ 1+ = -
-é-;:-)vzu + (_.;.;:__“_.) (1 + A___L_i)v(v.u} =P 3%u (1)

AT 4 uF o9 T2

=

where Ar,ur are the usual Lame” elastic constants: ii, Qi are their viscous
counterparts; p denotes the mass per unit volume, U is the displacement vector;
t is time and V is the vector "del" operator (8/8x, 3/3y, 8/9z). The steady
state harmonic version of equation (1) is obtained by substituting

- = . .
u=ue WL nto equation (1) which results in the form

o ?".”'\".'{“
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22 g2y Py 0 ) - o2 G Y = u2h
c2 v U + g V(v uo) cg V(v uo) weu (2)

where Es and c, are the complex wave speeds given by the expressions

d
22 = @2
e Cs<l+ina)
(3)
A2 o a2
3 cd(l+iné)

In equations (3), cy and cq ave the usual elastic shear and dilatational wave

speeds, and ns and N4 are the associated sherr and dilarational dissipation

constants; these four constants are related to the constants originally employed
in equation (1) through the relaciowns:

—
e, = Vu/p g = VT + )0 (4)
ng = wi/t 2w 0+ a0 + a® (5)

where Ai and .i are two independent fresuency dependent viscoelastic constants
which are determined experimentaliy. The A%, pi constants are velated to the

-~

A ﬁi constants of Eq (1) through the relations AF = w i and i = o jt.

Depending on one's viewpoint, the pair of parameter Ai, ui (or alternatively
Ng» nd) can be viewed as the two independent parameters which describe the

dissipation characteristics of the viscoelastic media. TFurther, the independ-
ent constants Ar, ur {or alternatively cp, cs) can be viewed as the two

independent constants which define the elastic characteristics of the media.

The current version of NASTRAN can treat a solid media governed by
equation (2) by using 2 and 3 dimensional elements (e.g. CTRMEM, GCQDMEM,
CTRAPGR, CTETRA, CTRIARG to name a few) in conjunction with both rigid format 8
and the introduction of a loss factor (e.g. the GE input variable on a MATL or
MAT2 card; this is referred to as the "structural element ¢ :mping coefficient"
in the NASTRAN mauual). Unfortunately, however, the user can introduce only one

independent loss facter. A single, rather than two, independent loss factor can
properly represent the Kelvin-Voigt model if the relation

Ai ui
T ®

is met. BSubstituting equation (6) into equations (5) in conjunction with the

fact that the Young's modulus, E, is related to p, A through E = p(3:321)/ (M)
yields the relations i, r
=n, =n, =E/E (7)

4 E
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Thus, the more limited single parameter loss factor case can directly be
implementated in NASTRAN by assuming equation (6) holds and setting GE =
a MAT 1 or MAT 2 card as appropriate.

Ny on

The remalnder of this paper is concerned wilth the situation wherein the
vigcoelastiec physical _onstants are such that nd # g (i.a. the special case

implied by equations {6) are not satisfied). A technique is presented which
permits the user to treat thils more general case without having to resvst to
either DMAP instrucilons and/or modified FORTRAN coding modifications to the
original NASTRAN program. DBecause of this general type "fix", the avproach
also has applications to other finite element programs having the same one
parameter type dissipation limitation found in NASTRAN,

IMPLEMENTATION OF TWO PARAMETER L0SS FACTORS

Here we consider finite elements representing equations (2} for the case
Ng # g The finite element formulation representing equations (2) leads to a

complex set of simultaneous equations to be solved of the form (ref. (2})
[K}{u}={P} (8)
where [K]=[-w? M]+ie[B]+[K]] (9)

where {U} is the vector of nodal displacement amplitudes, {P} i1s the vector of
applied forces, [M], i1z the assembled mass matrix, [B] is the assembled damping
matrix and {K] is the elastic stiffness matrix. The formation of the mass,
stiffness and non-structural damping portion of the matrvices In Eq. {(8) Ffol ow
exactly the same process used in modeling elasticity type problems, hence willl
not be commented on here (e.g. see refs. (2,3). Attention is consequently
focused on the formation of the structural damping part of the [K] matrix; let

us define [K]z as the individual element structural damping portion due to the
cont: ibution of the eth element. NASTRAN currently forms [ﬁ]z from the
relation \
[K)] = in [K] = i/ [c1™n 1617 [c:lxdydz (10)
e a e Jy B e 7J

where {K]e is the individual element elastic stiffness matrix, [C] is the
T
corresponding displacement-strain matrix and [G]e 1s the elastic stress-strain

T
law matrix. For isotropic materials, [G]e 1s of the form:
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( A = L, T r r - ( 3
914 (A 42p7) A A 0 0 0 €11
r T, ., T T
Tgq A (A"+2p7) A 0 6 0 €99
4 das A" . at+2p™y 0 0 o0 €43
Y- N {h an
Oy3 0 0 0 H 0 0 €9q
T
g1 0 0 0 0 W 0 €q1
o, 0 0 0 0o o0 €19
N/ ~ <4 N/
[e)*
e
where Ull’ 022 ... and €112 Egg to* are the element stresses and strains.

So far we have described, via equations (l0) and (11), the form currently
in NASTRAN. Next we consider the form of [K]g we would like to have in order

to implement the two independent parameter formulation. By comparing what we
have to what we would 1like to have, the "fix" to NASTRAN will become evident.
We start by making the important observation that the desired general continu-
ous viscoelastic form of equation (2) can be derived from the ususl elastic
derivation for the dynamiec equations of elasticity (ref. (4)). This is
accomplished by following the elastic derivation of ref., (4) with the modifica-
tion that, in place of the usual Ilsotropic stress-strain law (i.e. Eq. (11)),
we use

to)=(161% + 1[6111(e) (12)

where [G]i 1s the same expression as [G]z except all r superscripts are replaced
with 1 superscripts for the A, p entries. Similarly, in the finite element
formulation, all we need do is replace the usual [G]Z matrix in the stiffness

derivation with [G];+i[G]i Thus, the element stiffness becomes

o
Tria X i
[Kl, = Jr[C] ([6] +i[G] l[Cldxdydz (12)
Vv
e
T r . T i
= [c] [G]e[C]dxdydz + i [Cc] [G]e[C]dxdydz {12b)
J
Vv v
e e
Term 1...Usual elastic stiffness Term 2,.,viscoelastic dissipation
contribution to [K] of Eq. (8). contribution to [K] of equation (8).
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Now we are in a posttion to bulld the desired two independent pavamater visco-
elagtic finlte element. The total complex element conttibution, [K]e, to the

assewbled [K] matrix in cquation (9) is formed in two parts through the creation
of an overlapping double viscoelastiec element. This double element 1s shown
schematically {n Figuros (3) (o two dimensional element is shown only for
convenlence). It conslsts of two Ldentically shaped element occupying the game
physical space and having the same nodal numbers but dilferent element numbers
and difverent wmaterial identifilcation cavds (MAT1L for 3-d elements and MAT2

for 2-d elements), Our goal ds to let one of the overlapping elements LForm the
Terw-1 elastic countvibution of Eg. (12b) and the other [orm the Term~2 visco-
elastie dissipation contribution., 1In agreement with the unotation of Figure (3),
we vefer to the [irst overlapping element as the "elastlic element" and the
second as the "massless dissipation element". The only part that remalns is to
define the input constants on the MAT1 (or MAT2 ) cards so that Term-1 and
Term=-2 in equations (l2b) ave properly formed. DMove specifilcally, the ratilonale
for the salection of the MATI (or MAT2 ) constants follows frow seeking out a
set of pavameters for the nF[G]

'z matrix in equation (10), {(namely the N and

compouents of the elastic [C]g matrix which are controlled by the user through
selection of the input variables on the appropriate MATiL cards) that will
result in the desired IG]i matrix in Term-2 of aquation (12b). The treatment

Is slightly different for three or two dimensiounal elements, consequently we
treat them one at a time.

Three Dimensioual Viscoelastic Blements

® The elastic element cantribution is obtained by setting the followlng
parametars on a MATL card:

1)} set wass density (RHO) = actual mass density of viscoelastic
material

(13)
2) set loss factor (GE) = 0.0

1) set &= GAT+2u5)y /0 FR5)
r

G M

@ The massless dissipation element cortribution is ebtained by setting the
following parameters on another MAT1I eavd specially earmarked for this
second overlapping element:

1) set mass density (RHO) = 0.0 (zero to avoid double counting)

2) set loss [actor g (GE) = Ai/E (14)

ﬂE
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3) aet E = eR(3+2R)/ (1+R)
G = eR {14) cont'd)
with R = ui/li

where € is an arbitrary parameter that is selected small as desired (but not
zero). The swall ¢ parameter removes the elastic contributlion of the masslass
dissipation element. A suggested value for e is that it is on the order of
10,000 times smaller than the larger of the resl components AT or ut.

The interested reader 1s invited to back substitute the ahove values for E,
G, and GE (e.g. nE) into the nE[G]g matrix formed by NASTRAN in conjunction

with equation (1) where it can be easily verified that the results reduce
(independent of the £ choice) exactly to the desired two independent parameter

matrix [G]i employed in Eq., (12b). The smallness of ¢ only effects the unwanted

elastic stiffness contribution of the massless dissipation element already
accounted for in the "elastic element'.

Two Dimensional Elemants
® The elastic element contribution is obtained by setting the following

parameters on a MAT2Z card:

1) set mass density (RHQ) = actual mass density of visceoelastic
material

2) set loss factor (GE) = 0.0

3) set 611 = A +2p"
c12 = A" (15)
613 = 0.0
@22 = At
G23 = C.0
G33 = pu*

® The massless dissipation element contribution is obtained by setting the
following parameters on another MAT? card speclally earmarked for this second
overlapping element:
1) set mass density (RHO) = 0,0

2) saet loss factor ng = (GE) = Ai/e (16)
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3) set 611 = e(+2pt/aty (16) cont'd
Gl2 = ¢
e13 = 0.0
G22 = ¢
623 = 0.0
633 = epi/at

where as with the three dimensional element, the € 1s an arbitrary para-
meter that is selected small as desired (but not zero). See 3-d element write-
up for a sugpgested € value,.

DEMONSTRATION PROBLEM

Next we consider a demonstration problem to illustrate the implementation
and accuracy of the two independent parameter loss factor viscoelastic elements
described in the previous sectién. The problem is to determine the scattered
and transmitted pressures for a water-submerged steel plate, (covered with a
constant thickness layer of viscoelagstic material), subject to an incident
plane wave normal to the plate as illustrated in flgure (1), The problem is
tractable from a closed form solution point of view, consequently, an independ-
ent check on the NASTRAN solution is available. Furthermore, experimental
results are also available to further back vp the accuracy of the physical
representation of the viscoelastic materdial.

FExact Solution

The exact solution to this problem can initially be treated as an ovxdinary
one dimensional, small deformation wave propagation problem. The effegt of
visceoelasticity can be introduced by replacing the wave speed 4 with cy =

1

3
<y (l+ind) ;
our exactly like the problem given in ref. (5), page 136, except that two finite
thick plates (rather than one) is submerged in the fluid. The origin {(at x =0)
is located at the right face of the viscoelastic layer (+x to the left), The
back side fluid is denoted as media (4), steel plate as (3), the viscoelastic

layer as (2) and the front side fluid as (l). The thickness of the steel plate
is 23 and the viscoelastic layer is & The following relations défine the

The solution to the problem illustrated in figure (1) is carried

9
various waves present ip the problem:
(p,); = A ot (wE=kyx) Incident wave in (1)
i‘l 1
(17)
-+ T i
(ps)l - Bl ei(mt klx) Scattered wave in (1)
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ei(mt—kzx) Transmitted wave in (2)

(g = Ay

(p ). = B oL (wttk,yx) Scattered wave in (2) (17 cont'd)
Pgia T %2

(pt)3 = A, ei(Wt“k3(x”£2)) Transmitted wave in (3)

(ps)3 = B, ei(wt+k3(x—£2)) Scattered wave in (3)

(pt)A = 4, ei(wt~k4(x—22_33)) Transmitted wave in (4)

where in the fluld p is pressure and in the solid, p is the nepgative of the
stress o, in the x direction. The k quantities are defined as:

1
kl = m/cdl
k, = w/[ec,, (14 )%]
2 d2 g2
ky = w/ey,
k, = /ey,

where C41r Cq20 Cq3 C4q4 ATE the real dilatational wave speeds of the four
materials and g2 is the dilatational, losas factor (equation (5)) of the visco-
elastic layer. The six unknown Bl’ Az, BZ’ A3, B3, A4 can be determined from

equating pressure and particle velocities at the three interfaces., thus pro-
viding six equations to balance the six unknowns. All response variables are
referred to the incident wave amplitude Al, thus Al is not considered an
unknown in the problem.

The quantities of interest are the scattered pressure in the incident side
fluid (media 1) and the transmitted pressure in the back side fluid (media 4).
After algebralcally solving for the constants we obtain

= = - ! -
Scatter pressure amplitude = BllAl (C2Al2 ClAzz)f(AZIAlz AllAZE) (19)

Transmitted pressure amplitude = AA/Al = (A21A3291—A32A1102)/(AZlAlzuAllAzz)

where C

1 —cos(k2£2)+i T

12580 (ky 20} 5 1y =040 P e 415 TauP4C047 P4Cys

%

]

Cy = Togl Sinlkyly)-r,gry, cos(kyly) i £)3=P3Cq4/PoCy05 Cqp=Cqq (IHing,)
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12 = ([l+r34][ccs(2k323)+i Sin(2k3z3)]/[l—r34})~l

91 = —r231 Sin(kzﬁz)—r23r12 cos(kzzz)

e
f

cos(k2£2)+i r Sin(kzﬂz)

11 12

99 = 1+ [l+r34][cos(2k3£3)+i Sin(2k323)]/[l—r34]

32 = ~2r34[c09(k3£3) + 4 Sin(k3£3)]/[l—r34]

Finite Element Solution

The finite clement representation of the figure (1) problem is shown in
flgure (2). The procedure for representing the infinite domain of fluid on the
frout and back side of the submerged plate is given in detail in ref. (6).
Briefly, it consists of using a plane wave boundary condition at the mesh
termination of the form p=pcdﬁ where 0 is the normal particle velocity and p is

the total pressure at the mesh termination. The nodes aleng the outer bound-
aries are constrained to move only in the direction of wave propagation. The
figure (2) sketch is drawn to scale and represents the actual number of elements
used in the problem. All elements employed in the model are comprised of CQDMEM
quadralateral elements. The viscoelastic zone is made up from the overlapping
double elements described earlier in the paper (e.g. a typical wviscoelastic
element is f1llustrated in figure (3)).

Comparative Results

The demonstration problem (both analytical and finite element) was evaluated
with the following set of physical constants

Table 1 - DEMONSTRATION PROBLEM PHYSICAL CONSTANTS

MATERIAL AE nt At wr N 4
psi psi psi psi lb-sec /in
Water 345,600, Q.0 6.0 0.0 . 000096
Steel 17,307,000.] 11,538,000, 0.0 0.0 .000735
Viscoelastic
Material 86,703. 115.9 41,736.8 1l.6 .0003599

The viscoelastic constants were evaluated by W. Madaigosky at NSWC. TFor the
NASTRAN computer run, the water and steel plate properties were entered on a
MAT2 card, The elastic entries Gll, Gl2, ete. correspond to the column and
row data in the first, second and sixth (columns and rows) of the [G]g matrix
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of equation (11). The viscoelastic data were entered on two separate MATZ
cards corresponding to the procedure described by equations (153} and (16). An
€ parameter of ¢ = 4.16 was used in the actual run. The non-dimensional results
are shown in Table 2.

The significance of the added viscoelastic layer on the scattered and
transmitted pressure is seen by comparing the results of Tables 2 and 3, where-
in the viscaoelastic layer has the effect of absorbing a significant amount of
the incident energy. The accuracy of the NASTRAN results for both the case
with the viscoelastic layer and without the layer are quite good. As expected,
the finite element solutlon accuracy falls off as the incident frequency
increases. As pointed out by rvef. (7), for problems of this type, at least 8
elements per wave length are needed to accurately model elastic waves in the
media. Note in Table 2 that as the incldent frequency approaches the 8
elements per wave length limit, the accuracy is starting to deteriorate. The
8 element per wave length limit suggested by ref. (7) was in the absence of
structural damping; perhaps the results presented here suggests that mere than
8 elements per wave length are required for structural damping (e.g. 12
elements per wave length).

CONCLUDING REMARKS

The procedure outlined here provides the NASTRAN user with an expanded
structural damping capability, thus permitting the user to specify two independ-
ent loss factors ng» My via the construction of the "overlapping double wvisco-

elastic element” process described in this papeir. The demonstration problem
thows good accuracy of the procedure relative t. the exact sclutilon for the
same problem, It is acknowledged that there is some added solution time due to
the added calculation time for the formation of the stiffness of the second
overlapping element; however, this is a relatively insignificant amount in
comparison to the overall solution time of the problem. The double element
uses the same node numbers for both the "elastic element' and the superimposed
"massless dissipation element', consequently, the matrix size or bandwidth
properties are not affected at all,
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Table 2 - COMPARATIVE SOLUTION RESULTS
layer present)

(with viscoelastic

Nondimensional NASTRAN Exact NASTRAN Exact Experimental} Elements per
frequency; Scattered| Scattered transmitted| transmitted{ Scattered wave length
m23/cd1 Pressure | Pressure ratio prassure pressure pressure in elastomerx
ratio (equation (19))| ratio ratio
L6545 .40L .398 .273 .273 - 158.

3.272 .191 .190 .028 .028 - 31.6
6.545 .108 104 . 006 . 007 - 15.8
9.817 .122 .113 .003 .003 2 10.5
13.089 .133 .113 . 002 .003 .12 7.9

Note that 23/12 = 2,2727 (ratio of steel plate-to-viscoelastic layer thickness)

Table 3 - COMPARATIVE SOLUTION RESULTS
(without viscoelastic layer present)

Nondimensional NASTRAN Exact NASTRAN Exact Experimental
frequency; Scattered| Scattered transmitted | transmitted| Scattered
w23/cdl Pressure Pressure ratie pressure pressure pressure
ratio (equation (19))| ratio ratio
. 654 .930 .928 374 .373 -
3.27 . 995 .996 .020 .090 -
6.54 .398 . 998 .067 . 067 -
8.82 . 996 . 994 .113 113 -
13.09 . 957 .952 .306 .307 -
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Figure 2. One Dimensional Finite Element Model
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Figure 3. Overlapping Double Viscoelastic Element
(Quadralateral Element Example)
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THERMAL STRESS ANALYSIS OF CERAMIC STRUCTURES
WITH NASTRAN ISOPARAMETRTIC SCLID ELEMENTS

Steven E. Lamberson and Donald B. Paul
Structural Meehanics Division

Alr Torce Flight Dynamics Laboratory
Wright-Patterson AFB, Ohilo

SUMMARY

This paper presents a study of the performance of the WASTRAN level 16.0
twenty node isoparametric bricks (CTHEX2) to thermal loading., A free ceramic
plate was modelled using twenty node byilcks of varying thicknesses. The
thermal loading for this probler was uniform over the surface wilith an extremely
large gradilent through the thichuess. No mechanical loading was considered.
Temperature-dependent mechanical properties were considered in this analysis.
The NASTRAN results are compared to one-dimensional stress distributions calcu-
lated by direct numerical integration.

INTRODUCTION

In attempting to analyze a ceramic radome no information was available
concerning the sensitivity of the twenty node brick to large aspect ratio or
large thermal gradients, The free plate was identified as an appropriate
problem to examine this sensitivity. The thermal gradienlt of interest (Fig. 1)
1s severe and generates signifilcant compressive hoop stress spilkes immediataly
benea’h the surface. A model containing sufficient elements near the surface
to adequately predict the detailed in-depth response of a full radome model was
fnfeasibly large. Therefore, thls study was made to determine the effects of
igrcar numbers of elements through the thickness on the stress predictions.
Also studied was the degradation of the stresses with increase in the ratio
of the length of the surface side to the element thickness (aspect ratio).

The basiec model used in this study was a 3 in. by 3 in. by 1/4 in. plate
modelled with a 4 x &4 x 4 element grid. Varlous element spacings through the
thickness were examined starting with uniform gpacing and gradually allowing
the surface elements to shrink in-depth while increasing the thickness of the
rea: elements., Variable Mechanical Properties were used for this analysis
(Fig. 2). A total of four cases were examined.

The NASTRAN twenty node bricks showed little sensitivity to high aspect
ratios (tests were run to 94:1) for this loading. Stresses, as always with
this element, are less uniform than could be desired; but, when averaged ino a
reasonable fashion the correlation hetween NASTRAN'S stresses and one~dimen-—

sional numerical sclutions is ﬁood provided any one element does uot span more
than one inflection point in the stress curve.
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SYMBOLS

p = mags density

c_ = specific heat at constant pressure
T = temperature field

t = time

z = location thrnugh the depth

zth 18 the heated surface

k = the thermal conductivity

g = stress
f =g
XX
E = young's modulus
v = polsson’s ratioc
¢ = thermal expansion coefflecient

2h = plate thickness

THERMAL LOADING

The thermal loading is produced by the application of a suddenly applied
uniform heat flux over one face of the plate while the other face is maintained
adiabatic. The resulting transient temperature distribution 1s obtained by the
implicit finite difference numerical solution of the one dimension variable
property heat conduction equation.

9k 3T . 37T
2z 0z +k 822 1

with initial conditions for t<0 T=530°R

e &
P p ot

and boundary conditions for t>0

z = +h -k %% = 88 BTU/inZ—sec
(2)
z=~h  -kiL=p
9z
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Sublimation of the ceramic Is modelled with an Arrhenius type functlon which
was derived from test data.

ONE-DIMENSIONAL STRESS DISTRIBUTTON

The one-dimensional stress distribution was derived by considering a free
plate of arbitrary planform, constant thickness, and with temperature dependent
igotropic properties. The plate is thermally loaded with a temperature
gradient through the thickness only. Tt is assumed that the stress [leld,
away From the edges, 1s also only a Function of the thickness coordinate and
that all out of plane stresses are zero.

O 7 Oy = E(2)3 T = T(2) (3)

g_=0¢_ =0 =g =0
Xz xy NEA zZZ

The boundary conditions are chosen such that the resultant force and moment

produced by [(z) are zero over the edges. Under the above assumptions, the

equations of equilibrium are satisfied ifdentically. The stress distribution is

obtained by direct integratlion of the compatibility equations and application

of the boundary conditions

o Nep My
[== {~aT + (D-Bz) Tt (Az-B) T] (4)
where
rh rh
- E = B
A = T—v dz B s 19 zdz
4 =h < ~-h
rh ,, r]l
A _ all
D = Ty dz NT = Ty dz (5)
J-h *~h
rh
_ afT Sy
MT‘" Ty zdz H AD-B
f =l

The above integrals were numerically evaluated by the trapezoidal method
utilizing the predicted temperature distribution and variable thermal proper-
ties (TFig. 2).
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THREE-DIMENSTONAL NASTRAN ANALYSIS

A 3 in, by 3 in. by 1/4 in., ceramic plate was modelled with a 4 x 4 x 4
element grid (Fig. 4). Surface elements of ,0625, .05, .02, and ,008 inch
thickness were used. The temperature distributlion through the thicknesas
(Fig. 1) is applied uniformly over the plate surface. The plate 1s free-free
and mechanical properties that vary with temperature are used (Fig. 2). TFour
integration poilnts per side were used in all elements.

The stress output from NASTRAN for this element: contalns a stress value
for each node point iIn each element, These stresges are extrapolated from the
values calculated at the integration points and are rarely continuous from one
element to the next. The stresses are averaged at each node and these stresses
are further averaged for several central locations on the plate.

The stresses for the first two element spacings (Fig. 4) are unacceptable
in the first quarter of the structure. The last two spacings adequately
describe the stress fileld (Fig. 5).

CONCLUDING REMARKS

The twenty node brick adequately describes thermal stress fields provided
the stress field is suffileiently known to ensure proper element spaciug in
regions of high stresses. Aspect ratio does not appear to be eritical in this
eclement provided the only significant thermal gradient is in the direction of
the smallest dimension.
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A SIMPLE ELEMENT FOR MULTILAYER BEAMS
IN NASTRAN THERMAL STRESS ANALYSIS

W.T. Chen and 5.K. Wadhwa
International Business Machines Corporation

I. INTRODUCTION

In the study of structural integrity for electronic packages under thermal
cycles, an important consideration is the distortion due to the differential
thermal expansions of multilayer dissimilar materials. A simple antecedent for
such cases Is the classical bimetallic beam analysis by S. Timoshenko. In the
application of NASTRAN, such structural members are usually represented by
bar elements with multi-point constraint cards to enforce the interface conditions.
While this is a very powerful method in principle, one finds that in practice
the process for specification of constraints becomes tedious and errcr prone,
uniess the geometry is simple and the number of grid points low., An alterna-
tive approach has been found within the framework of the NASTRAN program.
This approach makes use of the idea that a thermal distortion in a multilayer
beam may be similar to a homogenous beam with a thermal gradient across the:
cross section, This paper contains the exact mathematical derivation for the
equivalent beam, and all the necessary formulae for the equivalent parameters
in NASTRAN analysis. Some numerical examples illustrate the simplicity and
ease of this approach for finite element analysis such as NASTRAN.

Il. ANALYSIS

Consider an n-layer compasite beam of dissimilar materials at constant
temperature T, having an external loading N_ as the axial force, and M_ as
the bending moment. The cross section is shown in Figure 1. Y

. 0
1 | [
t i d
2 .
t ' “2 l
3
- - - Ty -
7 3
1:l’l z

t;= Thickness of ith layer

z;= Coordinate of interface

Fig. 1 - Cross Section of n layer Composite Beam
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ty, tz..t. are the thicknesses of various layers and zy..z, are the coordinates
at the interface. With the coordinates as specified,

i
= t.
zi ?_- i
=1

Strain at any point can be written as

XX - o (1)

where e = elastic strain
XX

e = average axial strain of composite

z = coordinate of the point

d = composites neutral axis

r = radlus of curvature

oT = thermal strain

¢ = thermal coefficient of expansion of the layer
Oox = E € x

The axial force N, and bending moment My are given by

Nx=f o dA

M, =f (z-d) o, dA

Let Ei’ Qs ti be the Young's modulus, thermal coefficient of expansion
and thickness of ith layer with uniform width b.

(2)

Define z, = 0 and .
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m
Q.
N

[3=fEdA

i
oy
m
X
t
_N
—
L

= b E : Ei ti (3)
i=1
zn
Y = [ EzdA = b f Ezdz
o
n
b Z‘ 2 _ 2
= --2— Ei {Zi Zi_.‘ (L[»)
i=1
zn
5 = / EzdA = b f Ezldz
o]
n
_ b 3 3
= ”?Z B 77 -7y (5)
i=1
zn
N, = f EaT.dA = bT f E « dz
Q

= bT E E, 4o (6)

_ bT E 2 2 (N
= 7 Byoay (57 37
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then
Nx = f UXXd.A
zZn
= b f (Ee + E (z-d) - ch) dz
o —
"
= ﬂe + _'.Y...__ESE. - NT (B)

r

Simitarly NIy can be shown as

& - vd
M = S B
y ve r —

-My - dfpe + - Pd N )

From Equation (3), since Nxshould be independent of r,

therefore
Pd -y =0

d= —%—- = distance of neutral axis.

substituting this in Equaticns (8} and (9) we get

N, = Be - Nt (10)

M=5"'¥’2)1 -(M__LN) (11)
y( — 1 — T B T
B r

Thus the external force and moment have been derived for n layer structure.
Expression §-y? is simply area stiffness [in which E is lncluded:] momernit of

P

inertia about centroid, and can be proved as follows.
5 = Area Stiffness M.l. about coordinawe axis[as defined by Equation 5] .

Mi about centrotd [using parallel axis theorem]:

.8 - Area Stiffness x d?
8 -B .y
e
, B

5 - X_
B

|

i
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Consider now an equivalent homogenous beam of area A, centrold moment of
inertia |, Young's modulus E, thermal coefficient of expansion having thermal

gradient dT .
dz
Then

= Z dT
exx‘e+ (“'".—“‘Z—CT;.(I)-(IT

where the coordinate axes are the neutral axes of the beam. By using the
previous formulation it can be derived that

NX = AEe - AEaT (12)
|
M, = - laT ()
dz

Comparing Equation 10 to 12 and 11 to 13, the following parametric relation-
ships can be written for equivalency.

AE = B (14)

AEdT = N (15)

=5 - 1o (16)
B

la j: =P - —%— N, (17)

Thus assuming E for the equivalent beam, Area A, «, |, dT can be calculated
from Equations 14 through 17. dz '

Thus a nonhomogenous beam [speciﬁed as a finite element in NASTRAI\D
at constant temperature can be seolved by a mathematical equivalent homogenous
beam with temperature gradient at the cross section.

. TIMOSHENKO'S BIMETALLIC BEAM

it can further be proved that for two layer structure, in the absence of
external forces, Equation 9 degenerates to Timoshenko bimetallic beam,

Consider now a bimetallic beam of thickness t;= tz= t, and therefore
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From Equations 3, 4, 5, 6 and 7

5= 20 (E 4By
2
bt?
Y = T [E]_ + 3E2]
_ b 3
6= T t [El + 7E2]
Np = bT o (Eror + Ezap)
M, = —‘;L t* (Eyu; + 3Eamp)
_
M, 'Ts'NT

2 E,+3E
. _bt? Tl‘Ea +3E1 -2 T [Eia + Ea 12
= — ‘_1 1 202 ] [1 1 zz] E, + E;

2]

A4 —

i

bt T [uz - al:] L

4 Ei+Eq
2
5o X
B
b bt? (Ey+3E;)?
— t? E;y + 7E;|-
e [ o) 4 0
3
. bt (EeE,) + R [ BB
96 8 E, + E;

Substituting in Equation 11, we get

P

3 3 E bt? E,E
M S _l_)_t_.. {E1+E2]+£t— Elz- - —— T {o; -a3) 173
Y r 96 8 E.+E; 4 E 4+ Eg
. b2 BB 4y (grE) (< +g -;
4 E+E bt? E 3
- (ag - ay)} T

r

In the absence of external force, the expression in parentheses is zero, which
is identical to Timoshenko's bimetallic beam.
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IV. EXAMPLE

For the purpose_of illustration, the example in Strength of Materials
Part | by Timoshenko|1| will be discussed. To model a bimetallic beam
section, one defines four grid points and two bar elements. For each pair of
grid points, continuity of the interface displacements must be specified.
Multipoint constraints or MPC cards must be used to relate the displacements
and rotation of one bar element to the other of the following form

Uy + hy @y = ug + e G,

It should be noted that this could become quite complicated when many elements
are used to represent a curved beam n space.

An equivalent beam with the same mechanical response will now be
constructed. The bending curvature of the bimetallic beam will now be induced
by the TEMPRB Bulk Data card. The bending stress in the original bimetallic
beam due to differential expansion will now be replaced by the thermal moment

thermal gradient defined by the TEMPRB card for each bar element. In the
example in reference [1] , page 219, we shall use

b=h=1, Ef =1x 107, Eg = 1.1 x 107, ay = 1 x 10, a3 =2 x 10 °
Then it turns out that the equivalent beam should be

A = 1.8695, | = .62091, E = 1.15 x 107, « = 1.5348 x 10 *;

with 100 degree rise in temperature, the gradient should be 48.8.

V. DISCUSSION

The methed proposed in this paper has been found to be very useful in
analysis dealing with deformation associated with multi-layered curved beam
structures undergoing thermal loads. The main advantages are {1) elimination
of the time-consuming task in specifying multipoint constraints, and (2)

reduction in number of grid points.
VI, REFERENCES
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ALIGNMENT DISPLACEMENTS CF THE
SOLAR OPTICAL TELESCOPE PRIMARY MIRROR

Walter V. Medenica
NASA /Goddard Space Flight Center

SUMMARY

Solar Optical Telescope (SOT) is a Space Shuttle payload which is at the
present time (1978) being planned at Goddard Space Flight Center (GSFC).
The selected alignment method for the telescope's primary mirror is
such that the six inclined legs supporting the mirror are at the same
time motorized alignment actuators, changing their own length according
to the alignment requirement and command, This paper describes the
alignment displacements, including circumvention of some apparent
NASTRAN ''limitations’,

INTRODUCTION

According to Reference 1, " the basic scientific justification for SOT is the
need to achieve the very high spatial resolution required to determine the
density, temperature, magnetic field, and non-thermal velocity field in a
large number of solar features, on the scale of which the various physical
processes of interest are occuring., These processes include changes in
magnetic field strength, waves, single pulses, and systematic mass flows.
To study them, itis necessary to resolve regions over which significant
gradients occur in the local magnetic and velocity fields, as well as in the
local densities and temperatures,

"The SOT is a ‘1-m telescope'. Its aperture is 125 cm diameter, which will
give it a regolution of 0.1 arc sec at 5500 (72 km on the sun). It operates
from 1100 A into the infrared and so can observe solar phenomena from the

photosphere up through the chromosphere and transition zone to the base of
the corona. It will be possible to obtain long sequences of cbservations that
will have uniformly high resolution over the field of view,

"The basic SOT is a large, high resolutjon space telescope system which
will accomodate numerous experiment instruments. '
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The SOT is one of the Spacelab payloads and its first launch, on the
Space Shuttle, is tentatively scheduled for early 1983.

‘the Space Shuttle Orbiter with the SOT ig shown in Figure 1, and the

SOT alone is shown in Pigure 2, As a Spacelab payload, the SOT remains
attached fo the Orbiter throughout the launch, flight, and landing. Typical
mission would be of several days duration during which time solar obser-
vations are made, After return to earth, the SOT is refurbished and
prepared for the next flight, typically with a different set of instruments.

The SOT consists of a 3. 81 m diameter, 7. 31 m long truss structure at
the after end of which is mounted the primary mirror (Figure 2). The
primary mirror assembly provides active alignment, including focusing,
offsetting, rastering, image motion compensation, and sub-arc-second
pointing, while the secondary (Gregorian) mirror ig fixed (Figure 3). The
estimated mass of the first flight SOT is approximately 3000 kg.

ALIGNMENT DISPLACEMENTS

The objective of this paper is to describe the use of NASTRAN for deter-
mining the alignment displacements of the SOT primary mirror,

The alignment system has been proposed by Dr. Richard B. Dunn of the
Sacramento Peak Observatory in New Mexico. This displacement system
is such that the 6 inclined legs supporting the primary mirror are at the
same time motorized displacement actuators, changing their own length
in response to alignment requirement and command. Figures 4,5 and 6
show the geometric configuration of the actuator system and the NASTRAN
model.

The command system for the displacements consists mainly of three
alignment telescopes located around the primary mirror and an annular
alignment mirror attached to the secondary mirror. The alignment
command system is not part of this paper.

According to References 1 and 2, the following motions of the primary
mirror are anticipated as required for alignment:
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1. Rotation of the mirror about its focus (Figure 3 and grid point 15 in
Figure 6), This motion will be used to offset, to correct the line-of-
sight, to raster, and to provide the internal motion compensgation., The
expected range of this motion + 0. 5° which corresponds to a translation
or decentering of the mirror of approximately + 4cm.

2. Tilting of the mirror about its vertex {grid point 14 in Figures 5 and 6).
This motion will be used to bring the conic foci of the primary and
gsecondary mirrors (Figure 3) into coincidence. The expected range of
this motion is +30 arc seconds which corresponds to a translation of
the focus of approximately + 0.65 mm.

3. Focusing, which is the translation of the mirror along the Z axis
(Figure 6). The expected range of this motion is +1 em.

4. Translations of the focus aiong the X and Y axes (Figures 4 and 6).
The expected range of this motion is not known at the present time.

The specified tolerances are + 38 microns 'across the prime focal plane”,
as well as across all planes parallel to it, and + 5 microns in focusing,
motion No. 3 above., The "prime focal plane' is the X-Y plane at grid
point 15.

The fundamental problem to be solved is a geometric one. That is, given
the rotations and translations of the focus and the tilt of the vertex,
determine the change in length of the actuators.

The displacement problem on hand is a complex and tedious geometric
problem, unless it is modeled appropriately, and unless several "tricks"
are used in order to permit the application of NASTRAN Rigid Format 1
for solution without resorting to the use of ALTERS.

First, in order to be able to rotate the mirror about the focus, a ficti-
tious rigid element, the Mac Neal-Schwendler's RBE2 (Figure 6), hag

been introduced as part of the analytical model. The lines connecting

the grid point 15 with the grid points 1 through 6, 13, and 14 are merely
figurative representations of this element.
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The element RBE2 and other features of the indicated analytical model
(Figures 4, 5, and 6) make this an over-constrained rigid body problem
with no "free point" to start inverting the matrices. This obstacle

has been circumvented by the introduction of another fictitious elastic
element into the system, CROD 8, between grid points 8 and 16, with the
grid point 16 providing the free point (cne degree of freedom on the GRID
card)., This element is theoretically connected to the actual structure at
grid point 8. But in order to make it quite obvious that this fictitious
element and free point can be entirely independent of the structure,
another, alternate, element was placed arbitrarly somewhere in space,
The cecond version of the solution for '"Rotations and Translations'' uses
the fictitious element CBAR 9 (instead of CROD 8) located between
fictitious grid points 100 and 101, away from, and unconnected to, the
mirror and the fictitious element RBE2 7. The grid point 100 is
constrained and the grid point 101 is free in all six degrees of freedom
on its GRID card. The results were identical to those obtained with the
element CROD 8.

The explanation for this phenomenon lies in the fact that NASTRAN needs
at least one elastic element, no matter how fictitious, anywhere in space,
with at least one "free point" to start inverting the matrices. One could
compare it with priming a water pump.

Secondly, there are no loads, no forces, and no stresses involved in this
problem, only displacements. But the element force recovery feature

of NASTRAN has been utilized to determine the fundamental unknown:

the change in length of the actuators {mirror's legs, Figure 5). This is
an important parameter in the displacement system. In order to get these
changes in length calculated directly and printed in the output, the original
length of the actuators (336.1547 mm) has been substituted for the Young's
modulus of elasticity on the material card (MAT1, Table 2). This is based
on the following rearragement of the equation for elongatiomn:

6:........:91;....__
AE

ForA=]l,0and E=1L
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Consequently, the NASTRAN output under FORCES IN ROD EL.EMENTS
containg actually the changes in length of the actuators (in millimeters,
Table 4).

After the above fictitious elements are introduced into the model, and the
actuators' lengths substituted for the modulus of elasticity, the analyses
become very simple,

The following basic analyses were performed:

1. Rotations about the focus and translations of the focus (grid point 15)
along the three orthogonal axes using the fictitious element CROD 8.

[L]

The same as under 1. above using the fictitious element CBAR 9,
instead of CROD 8 (Tables 1, 2, 3 and 4},

3. Tilting about the vertex (grid point 14) using the fictitious element
CROD 8.

The following aspects are common to all three basic analyses:

1. Rigid Formatl of the Mac Neal-Schwendler version of NASTRAN has
been used. The reason for using this version instead of the NASA/
Cosmic Lievel 16 version was the fact that the Cosmic rigid elements
CRIGD 1 and 2 each require two ALTER replacements while the
Mac Neal-Schwendler rigid element RBE2 does not require any ALTER
cards. Reportedly, the Cosmic limitation has been removed in the
Level 17 version,

2. One-third of the mirror's circle (Figure 4) was covered in 5%steps,

" from 09to 1209 beginning at the + X axes, using two SUBCASES,
retation about the X axis and rotation about the Y axis, and then the
combinations of the cosine and sine functions, respectively, of
SUBCASE 1 and SUBCASE 2 as SUBCOMS (Table 1}). In other words,
the ¥ axis is [irst rotated 5%about the Z axis and then the mirror is
rotated about that new axis at the focus (by the selected unit of rotation
of one arc second), The remaining two-thirds of the mirror's circle are
repetitions of the covered one-third with some changes in sign,



3. The displacements are initiated by a combination of SPC and SPC1
constraints {(Table 2).

4. The dimensions used are millimeters and radians, unless otherwise
noted.

Txamples of the output are shown in Tables 3 and 4.

A NASTRAN Rigid Format 1 limitation is that it will readily solve linear
problems only. The problem on hand is geometrically non-linear, but
NASTRAN can still be used for small displacements, depending on the
required accuracy. Figure 7 presents geometric correction factors to be
used with the NASTRAN output for the case of rotation about the focus, i.e.
for the motion which produces the largest errors,

It was determined by inspection and comparison that the displacements ag
produced in the original output (Tables 3 and 4) do not exceed the indicated
tolerances, therefore no corrections were required for any of the four basic
motions,

A greater accuracy, had it been required, could have been achieved using
NASTRAN Ripgid Format 1. Assuming, for instance, that the given accuracy
beyond a rotation angle of 10 minutes (of the focus, about the X axis, see
Figure 4 and 6) is not satisfactory the correction could have been achieved
in the following piece-wise linear manner:

1. On the basis of the original location of the grid points and the original
length of the actuators, induce a 10~minutes-rotation. Add the incre-
ments to the original values,

2. The results of Step 1 provide the locations of the grid points and the
lengths of the actuators after a 10-minutes-rotation. On that basis,
induce another 10-minutes-rotation, Add the increments to results
of Step 1.

3. The results of Step 2 provide the locations of the grid points and the

lengths of the actuators for the second 10-minutes-rotation. On that
basis induce another 10-minutes-rotation.
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4, The addition of increments from steps 1, 2 and 3 offer the grid point
displacements and actuator lengths for a 30-minutes-rotation.

This process is illustrated in Figure 8.

Table 5 lists the results of such a correction. By comparing the table
in Figure 7 with Table 5, one may notice that the acecurate correction in
Figure 7 for the dimension "a'' i 181. 0 microns while the approximete
correction in Table 5 is 120. 7 mircons {Z coordinate). This correction
process would be rather voluminous and tedious for the problem on hand
because it would have to be repeated for each of the 26 SUBCASES and
SUBCOMS of rotation about the focus. Depending on the required
accuracy, more or less than three steps would have to be included,

and possibly the process repeated for translations and tilt as well.
Moreover, a separate MAT! card would have to be used for each CROD,
except the fictitious CROD 8. Without this correction process, one
MATI card suffices (Table 1).

A correction program along these lines could be developed using NASTRAN.

CONCLUDING REMARKS

This problem and its solution illustrate the importance of proper modeling
in the application of NASTRAN, which may mean the difference between

a complex, tedious, and time-consuming job on one side and a simple and
short job on the other without any sacrifice in accuracy.

It also points at the wide application possibilities of NASTRAN Rigid Format

1, without ALTERS, indicating that this Rigid Format can be used beyond
statics, with no forces and stresses and elastic deformations.
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1%2

TABLE 1 o
SOT PRIMARY MIRROR WITH FICTITIOUS G.P. 100 + 1gl
ROTATION + TRANSLATION DISPLACFEMENTS

CASE CONTROL DECK ECHO

CARD
COUNT
1 TITLE = SOT PRIMARY MIRROR wITH FICTITIOUS G.P. 100 + 101
2 SUBTITLE = ROTATION + TRANSLATION DISPLACEMENTS
3 LINE = 70
4 OUTPUT
5 SET 1 = 1 THRU 6
6 DISPLACEMENT = ALL
7 ELFORCE = 1
8 SUBCASE 1 .
9 LABEL = 1 ARC SEC ROTATION ABOUT X AXIS
10 SPC = 1
11 SUBCASE 2
12 LABEL = 1 ARC SEC ROTATION ABOUT Y AXIS
13 SPC = 2
14 suBcoM 3
15 LABEL = 1 ARC SEC ROTATION AT S5 ARC DEGREES FROM X AXIS
16 SUBSEQ = 0.9%51946981ls 0.0871557427
17 SUBCOM 4
18 LABEL = 1 AREL SEC ROTATION AT 10 ARC PEGREES FROM X AXIS
19 SURSEQ = 0.984B07753s 0.1736481777
a3 SUBCOM 26
84 LABEL = 1 ARC SEC ROTATION AT 120 ARC DEGREES FROM X AXIS
85 SUBSEQ = =0,5+ 0.B660254038
a6 SUBCASE 27 -
a7 LABEL = 1 ARC SEC ROTATION ABOUT Z AXIS
88 5PC = 27
89 SUBCASE 28
50 LABEL = 1 MICRON TRANSLATION OF FOCUS IN X DIRECTION
9] SPC = 28
92 SUBCASE 29
93 LABEL = 1 MICRON TRANSLATION OF FOCUS IN Y DIRECTION
94 SPC = 29
95 SUBCASE 3¢
96 LABEL = 1 MICRON TRANSLATION OF FOCUS IN Z DIRECTION (FOCUSING)
97 SPC = 30

g4 BEGIN BULK

ALITVAD HO0d IO
movd TVNIOII0

81
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TABLE 2:

SOT PRIMARY MIRROR WITH FICTITIOUS G.P. 100 + 101
_ROTATION + TRANSLATION DISPLACEMENTS

CARD
COUNT
1=
2=
3=
4=
o=
6-
T=-
8-
Q=
10~
11-
1g2-
13-
l4-
15~
l6-
17-
18~
16-
20=
21-
22-
23-
24—
25-
26=
27~
28~
29-
30-
3]-
_.3e-
33~
L
35~
36-
iz7-
8-
359-
40~
41—

CBAR
CROD
CROD
CROD
CROD
CROD
CROD
GRID
GRID
GRID
GRID
GRID
GRID
GRID
GRID
GRID
GRID
GRID
GRID
GRID
GRID
GRID
GRID
GRID
MAT1
PBAR
PROD
RBEZ2
+RBT
SPC

SPC

SPC

spPC

SPC

SPC

5PC1
SPC1
SPC1
SPC1
SPC1
SPCl
ENDDATA

CONIN P WN~TN SN DO

S0

3 -

Pt ot Pont it et Pt s @

336.1547
1

1

15

13

15

15

15

15

15

15
12356
12346
12345
23

13

12

RTED

298.375
596.75

2984375
-29B8,.37

BULK DATA
-e S -n 6 [ X ]
101 l. 0.0
T
a
9
10
11
12
=516.,B0L4754,
3.0 4754.0
516.80074754.0
516.80074754,.0
0.0 475440
~516.B014754.0
431.8015044,
-170. S04G .
601.80075044,
601.80075044.
170. S044.
431.8015044.
0 1475440
«0 14500 ,0
«0 0.0
.0 10-
o8 104
.3
083 083 »141
2 K]
+848]1-6
+ 84816
18431-6
.0-3
1.0-3
1.0-3

ECHD
L 8

1.

123456
123456
123456
123456
123456
123456

123456

. e 10 ~

+RB7 ..

. e o — g ——



TABLE 3:

7 S0T PRIMARY MIRROR WITH FICTITIOUS G.P. 100 + 101
ROTATION + TRANSLATION DISPLACEMENTS

-e~-d_ARC SEC ROTATION ABOUT X AXIS

—~_._ POINT 1ID.
1
A

=12
13

——————1b

15

101

~-_100 .

TYPE

|

H
! ]
1
] |

¢
]

ORI OO OO O

oDboooDooDolbooo oo

* & ¢ H» & D ® B » B 2 & 8 & & & O

DISPLACEMENT

Tl T2

-2.304786E~02
~2+304785E-02
-2304785E~-02
-2+304785E-02
-2+304785E-02
-2+ 304785E-02

0.0

cbofnnbobob

04785E-02
81643E~-02

OO DOoODOLOULOOCO

oo ~LLOODOoOCOoO R

_ ALL R2 AND R3 DISPLACEMENTS ARE ZERO.

T3
-2.505501E-03
040
2.505500E-03
2.505500E-03
0.0
~2.505501£-03
0.0
0.0 —
0.0
- 0.0
0.0
- Dl
0.0
.0a0
0.0
0.0
0.0

coprbPbobo

VECT QR

R1
4.,848100E~06

.4.848100E~-06

4.848100E-06
4.848100E~06
4.848100E~06
4.848100E~06
0.0

=]
»

CQoOppommoooobd

s 4 8 p »

48100E-06

48100E-06

48l100E-06 .

e —— e

|
|
1
i
|
i

|
|
|

LIFTYAO H00d J0

i
1
!
i

1ovd TVNIDINO

[

I
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TABLE 4:

SOT PRIMARY MIRROR WITH FICTITIOUS G.P. 100 + 101
ROTATION + TRANSLATION DISPLACEMENTS

1 ARC SEC ROTATION ABOUT X AXIS SUBCASE 1
FORCES N ROD_ELEMENTS __(CROD)
ELEMENT AXIAL ELEMENT AXIAL

ID. FORCE IDs FORCE

1 7.989358E-03 2 -1.165550E=02
3 3.666280E-03 4 3.666283E-073 .
5 -1+ 165550E=02 6 7.989228E-03
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TABLE5: EFFECT OF APPROXIMATE CORRECTION ON ROTATION OF

30 MINUTES (IN 10-MIN-STEPS) ABOUT X AXIS AT FOCUS

ACTU- CHANGE iN LENGTH {mm) DIFFERENCE
ATORS | CORRECTED | UN-CORRECTED (mm)
1&6 15.9327 14.3806 —1.5521
2&5 —19.5224 —20.9800 —1.4526
3&4 8.3499 6.5993 —~1.7506
GRID CHANGE IN Y COORDINATE (mm)
POINTS | CORRECTED | UN-CORRECTED
166 —41.4735 — 41.4861 —~0.0126
2&5 — 41.4866 — 41.4861 0.0005
384 — 41.4997 — 41.4861 0.0136
GRID CHANGE IN Z COORDINATE (mm)
POINTS | CORRECTED | UN-CORRECTED
166 — 4.6306 ~ 45099 0.1207
2&5 —.1207 0.0 0.1207
3&4 4.3893 4.5099 0.1206

AIrTvAd ¥o0d Ja0
Sl UDHVd TVNIDIYUO
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APPLICATION OF NASTRAN TO TFTR TORCIDAL FIELD COIL STRUCTURES*

S.J. Chen
EBASCO SBervices, Incorporated

E. Lee
Grumman Aerospace Corporation

SUMMARY

The application of NASTRAN to the structural analysis of the Tokamak Fu-
sion Test Reactor {TFTR) Toroidal Tield (TF) magnetic coils and their support-
ing structures are described in this paper. The primary applied loads on the
TF coils are electromagnetic and thermal. The complex structure and the tre-
mendous applied loads necessitated computer type of sclutions for the design
problems., In the early stage of the TF coil design, many simplified finite
element models were developed for the purpose of investigating the effects of
material properties, supporting schemes, and coil case material on the stress
levels in the case and in the copper coil. In the more sophisticated models
that followed the parametric and scoping studies, the isoparametric elements,
such as QUADY, HEX8 and HEXA, were used. The analysig results from using these
finite element models and the NASTRAN System were considered accurate enough to
provide timely design information. These analytical results were further con-
firmed by using the EBASCO developed isoparametric composite element.

INTRODUCTION

The TPTR, now under construction and expected to be operational by 1981,
will be the first Tokamak in the world to produce 1k MeV fusion neutrons and
3.5 MeV fusion alpha particles in a break-even experiment involving a deuter-
ium-tritium plasma. The information 4o be obtained from the TFIR project will
contribute to the effort aimed at the construction of demonstration fusion pow-
er reactors in the early 1990s. This would help meet our nation's energy de-
mands. .

The main components cf the TFTE are the large doughnut-shaped vacuum ves-
sel (or torus) which contains the plasma and the TF coils which generate the
magnetic field for plasma confinement (see Figure 1). There are 20 TT coils
(see Figure 2); each coil has kb turns of copper winding which are insulated
from one ancother. The coils are wrapped in epoxy and placed in a structural

e o o e e

¥The work described herein was performed pursuant to Princeton Plasma Physics
Laboratory's Subcontract No. 258, under ERDA Contract No. EYT6-C-~02-3093 with
Princeton University.
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case (see Figure 3). These coils are supported near the machine's center
(see Figure 1) by an inner ring and column system and outboard of the coils
by outer shear-compression members (see Figure 4).

The coils are operated in a pulsed mode with the current incressed from
zero until the desired magnetic field strength is reached. The field is held
constant (flat top) for approximately 3 seconds before decreasing. The mini-
mun time between pulses 1s 300 seconds; the coils are required to sustain
300,000 full-power pulses, Heat generated by the electric current in the cop-
per coils is removed by cooling water flowing through the ceils et an inlet
%emperature of 109C (50°F) and an outlet temperature not more than 68,3°C

1559F).

The primary applied loads on the TF colls are electromagnetic and ther-
mal. There are two electromagnetic loads; one is due to the interaction of
the toroidel current and its field which results in a net centering force of
27 076 kN (6087 kips). The other electromagnetic load is due to the interac-
tion of the toroidal current and the Equilibrium Field (EF) which results in
a lateral moment of 11 890.0 kNm (105 240 inch-kips) (s e Figure 5). The
thermally-induced load is mainly due to temperature difference between the
copper winding and the coil case.

The complex structure and large applied loads necessitated computer-based
analysis for solutions to various design problems. In order to investigate
the effects of material properties, supporting schemes, coil cese material and
manufacturing tolerances on the stress levels in the case and in the coil,
simplified finite element models were developed and analyzed using NASTRAN.

In the more sophisticated models that followed the parametric and scoping
studies, isoparametric elements such as QUADL, HEX8 and HEXA were used.

This paper will describe the various finite element models that were used
in support of the coil design. In addition, the element types, size of each
model, multi-point constraints and cyeclic symmetry features of NASTRAN are
discussed. The analytical results and correlations among the various models
are also presented. A comparison of the results obteined using the common
NASTRAN isoparametric elements with results obtained using the EBASCQO-devel-
oped composite isoparametric element will be included.

FINITE ELEMENT MODELS

The finite «lement method was employed in the structural analysis of the
TF coils. Several models of the TF coill were generated during the preliminary
and the detailed design phases of the Tckamak Project. They can be catego-
rized as follows:

¢ Simplified 2-D and 3-D Models

e Detailed 3-D Model

¢ Detailed Local Models

e Detailed 3-D EBASCO developed Composite Element Model,
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The first group of finite element models (FEM) was used primarily during
the preliminary design phase, where numerous studles were conducted to achieve
an optimum TF coil design with respect to coil shape and coil support schemes.
Since the preliminary design phese i characterized by fast design changes,
the FEMs must be si- ple enough Tor modifications to be accomplished in a short
time and the results generated must meet the design objectives. The first
three FEMs, swnmerized in Table I, are considered as Simplified 2-D and 3-D
models, TF1G3D was later modified to include dynemic, fault and seismic anal-
yses,

Following the completion of the design studies using the Simplified Mod-
els, 8 preliminary design configuration of the TF coil assembly was subjected
to a more detailed stress analysis. The second generation 3-D model (TF2G3D
in Table I) was developed for this effort. This model includes the TF coil,
outboard inter-coil shear compression box and the inner rings attached to 1he
central column. Analytical resulis from this model had shown that the stresses
in the epoxy and the copper winding in the vicinity of the ring supports were
high, but this model was not fine enocugh to provide accurate results required.
Since the demand for design information in the epoxy, copper, coil case bolts
and the bolts in the yoke were of such a detailed nature, Detailed Local Mod-
els were developed. These models are summarized in Table I as TF3G2D, TF3G3D,
90° Yoke Segment, and Local Stress Concentration,

These models provided timely information for the TF coil design effort
from the preliminary design to a final design phase of the Tokamak Program.
In the meantime, a more sophisticated isoparametric composite element was being
developed. A model using the composite element was generated to confirm the
results produced by previous models using available NASTRAN elements, as well
as to verify the structural integrity of the TF coil.

A more detailed description of the above mentioned FEMs are presented in
the following paragraphs.

First Generation 2-D Model (TFLG2D)

The purpose of this model was to study the different coll shapes and to
invers lgate various support conditions,

The first generation 2-D model consisted of three different models: the
¢ircular shape, the dee shape and the tear drop shape, which was basically the
dee shape turned around. Due to the symmetric condition of the geometry, as
well as the loading (TF force), only one-half the coil was considered in this
model, along with its supports.

The colil was represented by a one-line model consisting of beam elements,
with the nose and outboard supports simulated by spring elements (see Figure
6). All of the beam elements had six degrees of freedom per element, while
the springs had two degrees of freedom per elemsut.

Tor all analyses, both homogeneous and composite section properties were
considered, along with the change of the cross section due to the wedge at the
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nose. These properties were calculated at the center of each member, while
aleso applying & factor of the ratios of the Young's moduli of the steel and
copper, in order to compensate for the different materials,

The model had support points along the horizontal line of symmetry.
These points were assumed to only have the freedom of horizontal displacement.
The supports at the outboerd inter-coill connections were simulated as horizon-
tal springs whose stiffnesses were calculated based upon the resist .2e capa-
hility of the connections in the horizontal direction. At the nose, the coil
originally had a wedge support where the side plates of the gsteel casing actu-
ally came in contact with the adjacent coils, providing resistance to horizon-
tal displacement., In later design, this was replaced by support vings coming
from a center column. All three models were considered with the wedge support,
and in addition, the circular shape model was analyzed -ith the support rings.
The values of these spring constants depended on the stiffness of such support.

Second Generation 2-0 Model (TF202D)

The purpese of this model was to understand the force and moment trans-
mitted from the copper winding, through the epoxy, to the steel case, as the
coil was subjected to the toroidal field force. This study included the ef-
fects of shear modulus in epoxy, the Young's modulus of the copper winding, and
the failure of the epoxy in shear,.

Due to the symmetric condition of the geometry, as well as the loading
(TF force), one-half of the coil with the supports was considered in this
model.,

The model consisted of three radii, with the inner and outer ones contain-
ing the steel casing grid points and the middle one for the copper grid points.
When the constant copper cross-section design was introduced, another radius,
coincident with the copper grid point radius, was added for additional steel
cesing grid points. This was needed in order to create a finer mesh to handle
the varying thickness of the side plates.

In the model, the steel casing, including cuter and inner flanges, and
the side plates were modeled as BAR (beam) and QDMEMZ (quadrilateral membrane)
elements, respectively. The copper winding was modeled as BAR elements which
connected the copper nodal points located in the middle of the coil., The ep-
oxy between steel casing and the copper winding were represented by ROD {beam
with pin connections) and SHEAR elements. The cross-sectional areas of ROD
and SHEAR elements were calculated based on the equivalent stiffness of the
epoxy in resisting the relative movement of the steel casing and the copper
winding in radial and tangential directions, respectively. The supports at
the noge and the outboard hox of the coll basically resisted the movement of
the steel casing in the horizontal direction and were modeled as horizontal
gprings (ELAS2).

Many cases have been investigated with this model and various support

schemes have been analyzed. The bond in the epoxy between the copper bundle
and the casing have been considered, as well as the case of nc bond in epoxy.
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Anslysis has also been performed Lo determine the redistribution of stresses,

moments, ond forces with varying msaterial and cross-sectionel properties.

This mndel has also been used to determine the effect of having a gap pebween

the coil and support rings. In addition, various analyses have been performed
using the constant copper cross-—section design.

The results obbtained from these analyses Included displacements of grid
points, loads in the copper, forces at Lhe supports, and the forces and
ptresses in the steel casing, copper, and epoxy. All of these results were
obtained for both toroidal field (TF) loads and for thermel loads.

First Generation 3-D Model (TF1G3D)

This modedt, shown in FPigure 7, was originally generated to investigate
support schemes for the TTF coil subjected to out-of-plane leading. Tt was
loter modified for dynamic (EF out-of-plane), faulted (TF coil short circuits)
and seismic analyszs., 'This coarse btype model was selected o avoid the expen-
slve computer cost usually incurred in mnalyses for dynamic and nonsymmetric
static loads. It was estimated that the effects of these loads are minon on
the stress in the critical region of the TF coils and the inner support struec-~
ture (ISS) compared with the normal operating electromagnetic static loads.
This model can give a gualitative comparison of TF coil and IS8 stress results,
and reasonably accurate results for reactlion forces at the support pedestals
and Tloor system. This section first describes the finite element model used
in the nonlinear dynamic analysis performed for the out-of-plane TF coil pulse
loading induced by the interaction of the EF coil magnetic field with the TF
coll electrical current field. and then describes the modifications mede to
this model in the seismic and faulted load analyses.

Dynamic Analysis Model - This model has taken inte account the geometric non-
linearity associated with the TF coil pedestal supports, which prevent hori-
zontal lateral displeczment of the TI" coil in only one direction. Structural
damping was also included.

Because of the geametric rotational symmetry of the TF coils, ISS and
floor system, a three-dimensional finite element model of a 36° segment of the
structure, composed of one-dimensional and two-dimensiconal Tinite elements,
was used in the analysis {see Figure 7). The model was sufticiently detailed
so that the effects of the TF coil pulse loading, seismic loads and fault
loads could be determined, but local struetural details, such as keyed and
bolted splices and cutouts, were not incorporated into the model. A total of
262 nodal poincs and 248 finite elements (1L1UQUADL, T6BAR, Y4RBAR, 12ROD,
2CELAS2) were used. .

The TF coils, reprezented by BAR elements, were connected to the support
pedestals by means of RBAR elements and CELASZ spring elements which take into
account the coll base pedestval stiffness. These connections provide horizon-
tal lateral locad transfer from the TI' coils to the pedestals. AL Lhese con-
nection points between coll bese and pedestal top, a nonlinear transient
force-displacement relsationship was defined to represent the nonlinear behav-
ior of the pedestal support system. This geometric nonlinearity is such that
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the restraint ilmposed on the coil base is a function of the direction of the
relative horizontal lateral displacement between the coil base and the pedes-
tal. Physically, this restraint is provided by a snubber plate against which
one side of the coil base initially rests. The snubber plate location alter-
nates from side to side, from coil to coil. Under load, when the coil base
tends to displace such that it bears against the snubber, resistance to that
displacement is provided. When the coll base displaces awey from the snubber,
it can do so freely and without restraint.

The floor structure was modelled as a system of QUAD4 elements and BAR
elements. Connection of the pedestals to the midheight of the floor were made
with REAR elementis.

The TFTR structure is externally supported at the machine floor level by
connection of the outer edge of the machine Tloor to vertical columns and the
building floor system, and by connection of the inner edge of the floor system
to vertical columns. These external boundary conditions were incorporated
into the finite element model by fully restraining all degrees of freedom at
the outer edge of the machine floor (3 displacements and 3 rotations). The
vertical floor columns were not incorporated into the model because their ef-
fect on the analyses performed is negligible,

To simulate the symmetric behavior of the structure, bhoundery condition
relationships equating displacements and rotations at boundary grid points
were imposed,

Model Modifications for Seismic and Faulted Load Analyses - The primary modi-
fications made to the model for the seismic and faul* " Lo . d analyses were
related to the boundary con 'itions. Since these lo- were not rotationally
symnetric like the dynamic load, the symmetric bound. . condition used in the
dynamic analysis was not valid., HNASTRAN's cyelic symmetry features were used
to represent the entire 360° structure, including 20 TF coils. In order to
use the cyclic symmetric features, the non-linear connections between the TF
coils and the tops of the pedestals were removed. It was assumed that only
one out of every palr of coils was connected to the support pedestal. The
floor system, which has a minor effect on these analyses, was totally re-
strained to reduce the problem size.

Second Generation 3-D Model {(TF2G3D)

The first generation finite element models described in previous para-
graphs were used mainly in the preliminary design of the TF coil, in the selec-
tion of coil shapes, and finally in the baseline design. Having designed a
baseline TF coil, the next step was to perform more detailed stress analyses.
In order to support the detailed design phase of the TF coil, & more sophisti-
cated finite element model wasn required. The second generation 3-D model was
developed for this effort. This model is a three-dimensional finite element
model which includes ‘the TF coil, outboard inter-coil support box and the
iuwoer Tings attached to the central column support. The second generation 3-D
finite element model represents an 18° sector which includes part <. the ring
and column support, one coil, and two half shear-compression supports from
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each side of the coil {see Figure 8). The coil case is simulated by plate
elements (QUAD2, TRIAZ) with inplane and bending stiffnesses.

There are bl copper windings in each coil; they are electrically isolated
from each other and the coil case. The copper windings are represented by
four solld elements (HEXB)}, and they are separated from the coil case by the
epoxy and the electricel insulating material.

The center colwnn and ring supports and the outboard inter-coil shear-
compression boxes arve represcented by vlate elements. The TF coil finite ele-
ment model is supporied at the bottom of the coil., Thils pedestal support al-
lows the coil to move in the vpward direction {no hold-down) but supports the
welght and loads in the downward direction. In addition, the coil is allowed
to move laterally {perpendicular to the coil plane}, but is restrained by a
key in the opposite direction. Radially from the device center, the coil is
unrestrained. The coil nose area is connected in three directions to a -
ring system., The two outer rings ave in twrn atiaoched to the central cylin-
der only in the tangential direction, normal to the coil plane. The ilnner
rings, however, are rigidly connected to the central cylinders.

The cyclic symmetry capability of NASTRAN was used to effecl rie remain-
ing 19 sections of the TF coil system. The boundary points are defined as in-
put to the program. The computer Lime was excessive when eyclic symmetry was
used, Since the structural apalysis of the baseline configuration was mainly
using symmetric load, the multipoint constraints (MPC) can be used on the
boundary points and, therefore, one coil model is needed. The computer time
has been veduced considerably by using the MPCs. However, for unsymmetric
loading, the cyclic symmetry must be used.

The epoxy bond bhetween the copper and the coil case may have been sepa-
rated during the curing process. Iu order to simulate this condition in the
Tinite element model, the epoxy can have only compressive strength. When the
result shcwed any epoxy spring element that was in tension, the spring element
wis eliminated from the model. After several iterations, all spring elements
that were in tension were eliminated from the model. The results were vepre-
sentative of the no epoxy bond case.

The second generation 3-D TF coil finite element model has 1006 grid
points, 127h elements {h6& TRIA2, 524 QUAD2, 176 HEX8, 508 ELAS2), and 14230 de-
grees of Treedom. A typical run of this model, employing MPC btoundary condi-
tions, had used approximately 3000 system resource units (SRU) of computer
time, whereas a run using cyclic symmetry had used three times as much time.

There were several NASTRAW runs made using the 3-0 rwdel in direct sup-
port of the TF coil design effort. The erffect of different materiasls (e.g.,
titanium or steel) for the coil case and the inner support structure was in-
vestigated. Studies were done to vary the location and mumber of rings for
the central column support. Varying thicknesses of the coil outer flange was
also analyzed using the 3-D model,

The grid point forces and displacements, element forces, and stresses are
printed output from the WASTRAN run. Some of the results are usually sunma-
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rized manually to provide immedinte design information. However, the amount

of date remaining to be summarized was massive; therefore, it wes imperative
that a computer aided post-processing progran be developed. The output of
these FORTRAN programs was in both tabulated and plotted formats. Plots of
shear load per unit length for the inner and outer flanges were made. These
plots provided the designer with the necessary information for sizing the bolts
required for fastening the coil sideplate to the inner and ouler flanges.

These plots and tabulated data were subsequently used for fatigue analysis. In
addition to these plots, copper hoop stress, epoxy normal stress, and casing
membrane stress intensity were also plotied.

The copper stresses were printed in the basic rectangular coordinate sys-
tem; however, this was not convenient for evaluation. The latest version of
NASTRAN with the HEXA element has rectified this shortcoming. However, the
corner stress "jump" for the solid element was very disturbing. TFortunately,
the copper hoop stress was reasonably accurate when the M-corner HEXA stresses
were arithmetically averaged. This was perhaps due to the fact that there was
no applied load in that direction. In the radial direction, the HEXA stresses
cannot be simply "averaged". It was estimated using the grid point force out-
put. More experience is required for the interpretation of the solid element
stress output.

Third Generation 2-D Model {T¥3G2D)

Since the inter-laminar epoxy stresses from the second generation 3-D
model were obtained from a relatively erude epoxy/copper simulation, a more
detailed third generation 2-D model (TF3G2D in Table I) was developed. Sym~
metry required only half of the coil in the model (see Figure 9). Bar ele-
ments were used for copper layers and inner and outer flanges of the case. A
shear panel provided only shearing strength for the copper-to-copper and cop-
per-to-case interfaces. A rod element provided two degrees of freedom which
gave direct relative motion of the interfaces. An energy equivalence was made
to obtain a spring constant for the rod and s shear strength for the shear
panel. In addition to the elements in the bar-shear-spring model, a membrane
element was applied in TF3G2D. This type of element was used to simulate the
in-plane deformation and strength of the case side plates.

Local bending and tangential exlension of all grid points at both ends of
the helf coil were restrained due to symmetry. Rod elements provided horizon-
tal elastic supports at center colwm ring supports and connecting box sup-
ports. An energy equivalent was made for those rod eslements to obiain the
proper stiffness constants.

The number of nodal points for a representative model of this kind was
612, which resulted in 160k degrees of freedom. The two-dimensional elements
included 900 bars, 480 rods, 120 membranes, and 390 shear panels. Total num-—
ber of force units applied to the system, for magnetic force in static analy-
sis alone, was W34k, Number of varisble temperature grids was 58%. Average
computing time for each run was 648 system seconds on a CDC-6600 for three
loading cases.
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Third Generation 3-D Local Model (TF3G3D)

The third generation 2-D model described in the previous paragraphs was
used to investigate shear stress distribution in epoxy due to in-plane loads
(TF and thermal). The third generation 3-D local model (see Figure 10) was
used primerily for the study of the sheer siress in the epoxy and copper
stress due to in-plane and out-of-plane (EF) loads at the critical area.

To keep the model small enough to be analyzed in the current computer and
still render good critical stress data, a portion of the TF coil was analyzed.
This local mcdel consisted of the coil cut from horizontal zero degree plane
and approximately S5Sl-degree plane from the horizontal. By applying & symmet-
ric and an anti-symnetric boundary condition to the model, a cut was made to
the middle plane which was the separation of the reverse copper vinding by a
barrier strip. The barrier strip retained full capability of bonding; how-
ever, the bonding between the copper bundle and the case was removed except
where the compression vas developed by the combined loads. The nose support-
ing ring was simulated by springs in all directions. Brundary forces were ap-
plied to the Sh-degree cross section. These forces were obtained through
global 3-D model. Magnetic loads and thermal data were carefully distributed
to all grid points of the model. It was the thinner copper layer and the
flexibility of the layer in the other direction that made the uzage ol plate
elements in 3-D model. TF load applied to the model included a radial in-
plane load and a transverse out-of-plane load which squeezed the copper to the
barrier strip.

The differences between this model and the third generation 2-D model
were that plate elements were used in the 3-D model to represent copper lay-
ers, whereas bar elemenis were used in the 2-D model. In addition, solid el-
ements were used in the 3-D model for the outer flange, whereas bar elements
were used in the 2-D model. Due toc the geometric complexity and the thickness
variation of the outer flange, the solid elementi was used. Two types of solid
elements were used in the 3-D model. A HEXA element had eight nodal points at
the corners. Tach corner had three translational degrees of freedom. Two
HEXA elements used in the model had extra points along the edges for the
proper modeling of wedge transition. A WEDGE element had six nodal points at
the corners. Tach corner had three translational degrees of freedom. HEXA
elements were used also for the barrier strip. Plate elements used for cop-
per, side wall, and inner flange were QUADLs. A QUADL element had four nodal
points at the corners and each nodal point had five degrees of freedom. The
cooling hole stiffness was reduced by using offset capability of QUADW, Shear
panels used in the model were SHEAR's which were obtained from energy equiva-
lent. The shear panels had only shear capability and each panel had four de-
grees of freedom. These panels connected the copper layers in two ways. A
series of shear panels took the resistance of slip between copper layers in
tangential direction and the other series of shear panels prevented copper
from relative movement in the transverse ocut-of-plane direction. Finally, a
set of iwe degrees of freedom rod e.~ments provided compressibility of copper
layers and epoxy which wrapped copper layers and copper bundle. The connec-
tion between the outer flange and the side wall was accomplished with bars
and rods,
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The number of grid points in the system was 2,347. It had 10,761 de-
grees of freedom for symmetric load condition and 11,231 degrees of freedom
for anti-symmetric load condition. The number of total bulk data lines {(or
cards) was 14,894, Total execution time in SRU was 14,610 on a CDC-6600 for
three subcases and two subcombs by NASTRAN code.

TF Coil Yoke Finite Element Model

The yoke finite element model is a 90° segment (90° - 180°) taken from
the second generetion 3-D model. The boundary loads were based on the TF2G3D
model. The main oblective of the 909 segment yoke model was to ascertain the
bolt loads between the yoke and the coll case, and between the yoke and the
shear-compression box {see Figure 11). Revisions to the yoke model required
fewer manhours and computer usage time compared to the full coll model.
Therelore, this model was used for yoke design support and parametric studies.
The yoke model includes all elements associated with the second quadrant
(90° - 180°) of the second generation 3-D TF coil model. The coil case is
simulated by plate elements (QUADL, TRIA3) with inplane and bending stiff-
nesses. The copper windings are represented by 6 solid elements (HEXA); they
are separated from the coil case by the epoxy and the electrical insulating
material., Due to design ceonsiderations, the epoxy material between the cop-
per winding and the casing is assumed to take compression loads only, and has
no shear or tension capasbilities. The spring element (ELAS2}, which has two
degrees of freedom, is used to simulate these compression forces.

The Dbolt shear and contact stiffnesses are simulatel by using the spring
element (ELAS2). The yoke and shear-compression box are zinulated by plate
elements. A typical section is shown in Figure 11. The %wolt shear stiff-
nesses were calculated by assuming that the parent material had yielded to 2%
of the holt diameter, and thege stiffnesses were beamed to the nearest grid
points.

The coil case is made of steel; the gages at the side wall, outer and
inner flanges are 2.9cm (1 1/8 in.), 1k.6cm (5 3/bin.), 6.9em (2 3/bin.), re-
spectively. The shear-compression box and yoke assembly are shown in Figure 11.

The yoke model uses the NASTRAN multipoint constraints (MPC) at the
shear-compression box boundary points. The boundary loads at both 90° mnd
180° are calculated using the TF2G3D model.

The contact stiffness between the shear-compression box and the yoke and
the bolt axial stiffness are simulated by using spring elements. When the
contact spring elements are in tension, they are eliminated from the input
daeta set. When the bolt is in tension, the tensile stiffness is used.

The yoke finite element model has 616 grid points, 922 elements ana
3,696 degrees of freedom. The computer time usage is 1,500 seconds (SRU).
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Local Stress Concentration Model

The fatigue life requirement is one of the critical items in the TF coil
design. A better understanding of the peak stress (including stress concen-~
tration) distribution around the bolt hole of the coil casing is essential to
the estimation of the fatigue life. The primar; contributors to the peak
stress around the bol:t hole are the bypassing stress (hoop tension) and the
pin loads (both tangential and radial directions). Because of the complicated
nature of the casing geomelry, the effects of the by-paasing stress and the
pin loads are coupled. It implies that without knowing the load path around
the bolt hole, it is difficult to predict how much of the peak stress is con-
* “ibuted by the by-passing stress or by the pin loads. Therefore, a finite
clement analysis was initiasted to study the load path in the critical bolt
hole and predict the critical peak stress, The finite element model included
a segment of side plate with the critical bolt holes connecting the inner
flange.

The "Multilevel Superelements" approach available in the NASTRAN program
was clhisen in this analysis. The advantage of the superelement approach is
to allow a [ine mesh model near the eritical bolt holes, but a coarse mesh
away from the critical area without losing the accuracy. Moreover, it is only
required to have one fine mesh bolt hele model which can be repeated as many
times as desired to simulate a series of bolt holes.

Two mesh generators were written Lo automstically generate two separate
models. One is the coarse mesh model, designated as the residual superelement
(see Figure 12), which included & segment of the side plate, including the
holt holes away from the critical area. The other is the fine mesh model of a
typical bolt hole, designated as the primary superelemert {see Figure 13).
Then any number of the secondary superelement, which 1s similar to the primery
superelement, can be automatically generated. Figwre 14 shows the combined
geometry of the residual and primary superelements, and indicates the location
of two secondary supe ~elements. The mesh generators were programed to include
the parameters, such as diameter ol bolt hole, piteh of bolt hole, numbers of
Lbolt holes and the dimensions of the side plate segment.

The model is two-dimensional. The quadrilateral (QUADL) and iriangular
(TRMEN) plate elements were used in the residual superelement, while the
TRMEN element was used in the primary superelement. The QUADL element has
eight degrees of freedom, while TRMEN has six degrees of freedom.

The force boundary condition was used to deseribe the boundary at the
adges of the side plate segment and the pin loads acting on the bolt hole.
These data were obtained from the result of 3-D analysis (TF2G3D model). The
residual superelement model was used to check these applied forces for the
stetic equilibrium., The stresses in the side plate resulting from the equi-
librium check run were also compared with the 3-D result. The uniform radial
pressure distribution was assumed for the pin loads acting at the primary and
secondary superelements.

Three different loading conditions were considered for each model: pin
loads in both tangential and radial conditions, pin lecad in tangentisl direc-—
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tion only (shear key to take radisl shear), end no pin load. The "no pin
load" condition was not the real design option being considered. However, it
w#e included to approximately simuiate the condition if the friection took all
the shear lcads. TFor all loadling cases, the stress printouts plus the stress
contour plots for the maximum principal stress were cobtainied directly from
NASTRAN runs.

Composite Elemeni 3-D Model

This model uses the EBASCO developed 3-D solid composite elements for
heterogeneous material. These elements simulate the composite action of the
copper and epoxy bundle and also give detail stress information in both cop-
per and epoxy. The composite element is defined by 8 to 20 nodes.

The coil case was represented by composite elements with homogeneous
isotropic properties. There were two radial layers to represent the 5 3/h
inch thick outer flange. The yoke, inter-coll shear compression boxes, pedes-
tal support, and support rings at the nose were also modele? using the com-
posite element. The composite element TF coil model has 2567 grid points,

ThO composite elemerts, and 736 non-linear spring elements. Further discus-
sion and theoretical presentation of the composite element can be obtained
from references 1 and 2, respectively.

DISCUSSION OF MODEL RESULTS

Representative results from the previously described finite element mod-
els are discussed in the following paragraphs.

Figure 6 shows the various coil shapes represented by tie TF1GZD models.
The high energy requirements for the dee shape had eliminated it from further
consideration. The practical design difficulties of the inclined spring sup-
port for the tear-drop shape with Tl = T2 (see Figure 6}, and the large ten-—
sion jump which exists in the tear-drop shape with Tl # T2 have slso elimin-
ated it from consideration. Manufacturing simplicity of the cirecular coil and
its low~energy requirements were the important points for the selection of the
circular configuraticn.

Figure 15 shows the casing stress versus location and stiffness of the
double ring supperts for the circular coil., This was obtained by using the
TF2G2D model.

Using the TF1G3D model, a NASTRAN non-linear dynamic transient analysis
was performed for the 0.42 Tesla Strong Compression plasma off run 41 EF load
condition. This out-of-plane TF coil loading was applied to TF ¢oil nodes as
concentrated time dependent nodal forces. The load-time profile used is
shown in the normalized strong compression EF current of Figure 16. Both
dynamic and static analyses were made using the TF1G3D model. Comparisons of
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the stresses obtained from the dynamie and static analyses were made to deter-
mine the dynamic effect of the coperational EF loading. Typical stress multi-
plication factors for various parts of the TF coil structure vere less than
1.09 except in the area near the pedestal support. The factor is 1.18 at the
pedestal support, The tangential load transmitted to the floor at the pedes-
tal increases from 0 (static loads) to 60 kips (dynamic load). This is due

to the inertia load induced by the restraint at the pedestal. Similar re-
sults were obtained for the faulted load {one or more coil short-circuited)
and seismic annlyses. Both the faulted snd seismic loads have lititle effect
on the ceil, whereas the pedestal receives a significant amount of loads.

A plot of maximum shear stress in the epoxy due to the TF and thermal
lecads from the TFP3G2D model is shown in Figuwre 17. Since the model is 2-D,
epoxy shear stress due to EF load is not available; il can be cobtained from
the 3-D model TF2G3D (see Figure 18).

The design criteris used for the coil case is basically derived from the
ASME Boiler and Pressure Vessel Code. This code uses stress intensity, which
is defined as the largest algebraic difference between any two of the three
principal stresses., In order to facilitate the evaluation of coil case stress,
21l NASTRAN output for the TF2G3D model were post-processed aund presented in
both tabwlated and plotted formats. A typical plot of membrane stress inten-
sity is shown in Figure 19. A plot shown in Figure 20 was used by the designer
in the determination of bolt requivement (the bolts Tasten the coil side plate
to the flange).

Stress distributicons in various parts of the TF3G3D local model are shown
in Fipure 21, These results are for the early TT ceil, with titaniwum as cas-
ing material. This model was not re-1run for the latest configuration, since
at that time the composite element was avallable for model development. How-
ever, the results from the early coil configuration served as a benchmark for
the TF2G3D model.

The yoke load distribution calculated by using the yoke model is shown
in Figure 22,

The major principal stress and the maximum stress intensity (twice of
maximum shear) are presented in Table II. In general, the maximum principal
stress is the tensile stress in the tangential direction of the TF coil. The
stress level was nostly due to the by-passing stress; the radial pin load cen-
tributed about 15% to 18% and the tangential pin load contributed about T%.
The difference between the principal stress and the stress intensity was pri-
marily due to the bearing (compressive) stress of the pin loads. In load
cases & and 3, there were minor or no differences between the maximum prinei-
pal stress and stress intensity, since no radial pin loads were directly ap-
plied al the edge of the bolt heles.

The stress levels in the coil components from the Composite Element mod-
el and the second generation 3-D model are compared in Table III. Despite
the number of different model techniques used in these models, the stress
levels were fairly close.



CONCLUDNT MG REMARKS

There were sufficient WASTRAN J rgrostics used in all models described
in this paper such that good numerical results were obtained. Force balance
at the inner support structure and gselected coil nodal force balances were
perforined so that the confidence in these models was ascertained. Further-
more, the stress outputs from these models were compared and were found to be
relatively close. The analysis results from these finite element models and
the NASTRAK System were considered accurate enough to provide timely design
information.

The application of available NASTRAN elements to the Tokamak toroidal
field coil finite element models was considered very effective and the anal-
ysis results were acceptable. However, care should be taken in using the
spring and isopearametric elements. Some of the comments pertaining to these
elements are " isted below:

¢ The plate element has no inplane rotational stiffness. Special care
should be taken when 1t is connected to one-dimensional elements,

e The spring element used for non-colinear connection will induce un-
balance moment.

¢ The nodal force balance output does not include the "lock-in" force
induced by the thermal load.

e In e coarse model, the corner stresses for solid elements HEX8 and
HEXA are not reliable.

The effect of the local detail design, such as the bolt joint connection
between the sideplate and the flange, was neglected in the TF2G3D &nd other
simplified models described in this paper. This effect will be analyzed sep-
arately when design detail is available.
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Table I Finite Element Models
MODEL OBJECTIVES MODEL DESCRIPTION LOADS
2 COIL SHAPE SELECTION BAR, ELAS2 ELEMENTS TF
& COIL SUPPORT SCHEME ONE-HALF OF COJL WITH SYMMETRIC
L BOUNDARY CONDITION
a COIL SUPPORT SCHEME BAR, QDMEM2, ROD, SHEAR, ELAS2 TF
o EFFECT OF ELEMENTS
N INSULATION ONE-HALF OF COIL WITH SYMMETRIC
- BOUNDARY CONDITION
COIL SUPPORT SCHEME BAR, QUAD2, {QUAD4, ROD, ELAS2) TF, EF, DY-
=] DYNAMIC, SEISMIC, ELEMENTS NAMIC, SEIS-
& FAULT LOADS TWO COILSWITH ROTATIONAL SYM- MIC, FAULT
i ANALYSES METRIC BOUNDARY CUNDITION OR
CYCLIC SYMMETRIC FEATURE '
LOAD AND STRESS IN QUAD?, HEX8, TRIAZ2, ELAS2 ELEMENTS | TF, EF,
CASING ONE COIL WITH ROTATIONAL SYM- THERMAL,
UPDATE DESIGNS METRIC BOUNDARY CONDITION OR DEAD
= PROVIDE BOUNDARY CYCLIC SYMMETRIC FEATURE
= :COND FOR LOCAL
= *MODELS
 ESTIMATE STRESS IN-
SIDE COIL
STRESS IN THE COPPER BAR, SHEAR, ROD, QODMEM2 ELEMENTS | TF, THERMAL
S AND EPOXY ONE-HALF OF COIL WITH SYMMETRIC
& UPDATE DESIGNS BOUNDARY CONDITION
b INCLUDE TWENTY-TWO LAYERS OF
COPPER AND EPOXY INSULATION
DETAILED-STRESS IN {IUAD4, HEXA, WEDGE, SHEAR, ROD, BAR | TF, EF,
- THE CASING, COPPER, ELEMENTS THERMAL
e AND INSULATION AT ONE-HALF OF 54.7° SEGMENT WITH SYM-
% THE CRITICAL NOSE METRIC AND ANTI-SYMMETRIC BOUND-
= AREA ARY CONDITIONS AND BOUNDARY
FORCE FROM TF2G3D MODEL
W b=
S 2= BOLT LOADS AT THE QUAD4, TRIA3, HEXA, ELAS2 ELEMENTS | TF, EF
S= OUTBOARD SUPPORT 90° SEGMENT WITH THE BOUNDARY THERMAL
Eg (YOKE) FORCE FROM TF2G3D MODEL
2 '2 PEAK STRESS AT THE QUAD4, TRMEN ELEMENTS TF, EF,
] BOLT HOLE OF SIDE APPRNX 30° SEGMENT OF SIDE WALL THERMAL
TG WALL WITH BD'. ¢ HOLES MODELED
Foc MULTIPLE LEVEL SUPERELEMENT
g°F, APPROACH USED
W CONF!IRMS PREVIOUS EBASCO DEVELOPED COMPOSITE, SPRING | TF, EF,
S5 MODEL RESULTS AND PLATE ELEMENTS THERMAL
20% VERIEICATION OF
o= COIL STRUCTURAL
S INTEGRITY
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Tahle O Peak Stress Nesr Bolt Hole

STRESS IN MPa (KS1)

SCONFIG B IN. OUTER FLANGE 5% IN. OUTER FLANGE
TREgs MAXIMUM WAL MAXIMUM MAXIMUM
PRINCIPAL | STRESS PRINCIPAL | STRESS
LOAD STRESS INTENSIZY | STRESS INTENSITY
LOAD CASE 1 1036.3 1170.0 706.0 917.0
(PIN LOAD IN TWO (150.3) (169.7) (10243 (133.0)
DIRECTION)
LOAD CASE 2 872.2 872.2 578.5 637.1
(PIN LOAD IN TANG (126.5) {126.5) (83.9) (92.4)
DIRECTION)
LOAD CASE 3 807.4 807.4 526.8 526.8
(NO PIN LOAD) (117.1) (117.1) (76.4) (76.4)

NOTE: BOUNDARY FORCES WERE DERIVED FOR 3-D (TF2G3D MODEL) RUNS 2C26 AND 25338
FOR TF + EF + THERMAL LOAD.

Table III TFTR Coil Comparison of Maximum Stresses (Toroidal
Field, Equilibrium Field and Thermal Loads)

STRESS IN MPa (K1)

MODEL NAME

COMPOSITE ELEMENT
MODEL RUN SA-12A.2

TF2030 MODEL
RUN 2C238

MODEL CHARACTERISTICS

1) ALL SOLID COMPOSITE
ELEMENTS

2} COIL CONEIGURATION
12A

3) FINE GAID MODEL

4) 4-RING SOLID ELEMENT
SUPPORTS

5 UNBONDED CASING AND
CORE (NON-LINEAR
SPRING)

1} PLATE ELEMENT FOR
CASING, SOLID ELE-
MENTS FOR CORE

2] COIL CONFIGURATION
12A

3} FINE GRID MODEL

4] 4-RING PLATE ELEMENT
SUPPORTS

5 UNBONDED EASING AND
CORE {LINEAR SPRING
WITH ITERATION}

INNER 2623 2603

{36.6) (36.3}

CASING STRESS OUTER 2823 208.6
INTENSITY {424} {42.0}
{MEMBRANE & SIDE 283.4 262.7
BENDING) a4 {an.1)
COPPER HOOP STRESS -137.% -101.4
{-20.0 (-14.7}

EPOXY SHEAR STRESS (Rel 20.0 234
(2.9) (3.4}
FROM TF2G3D

AND TF3G20
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Figure 11 90° Yoke Segment Model
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STATIC ANALYSIS OF A SONAR DOME RUBBER WINDOW

J. L. Lal
BFGoodrich Company

SUMMARY

The application of NASTRAN (level 16.0.1) to the static analysis of s
sonar dome rubber window (SDRVW) is demonstrated. The assessment of the
conventional model (neglecting the enclosed fluid) for the stress analysis of
the BDRW is made by comparing its results to those based on a sophisticated
model (including the enclosed fluid). The fluid is modeled with isoparametric
linear hexahedron elements with approximate material properties whose shear
modulus is much smaller than its bulk modulus. The effect of the chosen
material property for the fluid on the results obtained is also discussed.

INTRODUCTTION

The SDRW (or window) of a ship (fig. 1) is a rubber composite structure.
Tt is used for protecting the sonar device ingide it and giving a small amount
of the transmission loss to the acoustic wave. The rubber composite used for
the SDRW has steel wires of cross-ply construction as its structural reinforeing
members (fig. 2). The maximum amount of the reinforcements used in the window
iz subject to the specification of its acoustic performance requirement.

The internal pressurization of the window from its enclosed fluid (sea
water) becomes necessary to generate its additional struectural stiffness and
rigidity. Designers prefer to have the internal pressure being greater than
the external pressure induced from a ship's operation. However, the maximum
allowable internal pressure depends on the amount of the steel wires used in
the window. Under some severe loading conditions such as slamming and impact,
external pressures on some areas of the window exceed its internal pressure.

The enclosed fluid is, therefore, expected to play an important role on sustain-
ing its structural integrity.

The conventional model, in which the enclosed fluid is not included, is
adequate for analyzing the window of a ship under a normal operation. It dees
not give us satisfactory results as the window is subject to severe loeds. BSo,
more reliable results are only available for this severe loading situation, if
a sophisticated model which includes the internal fluid of the window, is used.
In this paper, simple models instead of complete and complicated models will be
presented for demonstrating the application of NASTRAN to the static analysis
of a SDRW.
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CONVENTTIONAL MODEL

The complete model for a type of a SDRW is shown in figure 3. This model
iz for a complete window structure which is attached to the ship structure.
The enclosed fluid is not included in the model. It has been used for the
preliminary evaluation on the structural integrity of the SDRW subject to
various static loads. They are: hydrostatic forces, internal pressure, forces
induced from the weight of the window, the enclosed fluid and other hardwares,
steady state hydrodynamic forces, the equivalent static forces induced from
the slamming and impact on the window, and ihe combinations of some loads as
mentioned.

The windovw is modeled with quadrilateral and triangular plate elements
(CQUAD2 and CTRIA2)}. Their anisotropic material properties (MAT2} are obtained
based on the rubber composite theory {ref. 1 and 2). Some properties are
obtained with the use of Halpin-Tsai equations {ref. 3). The appropriate
boundary conditions are implemented with SPC or SPCL. 'The loads on the window
can easily be inpub with CRAV, PLOADZ2 and FORCE.

The results, obtained from the conventional model for the case of the
window under normal operational leoads, are satisfactory. However, excegsive
and unreasonable deformations compared to the observed are obtained if the
window is under severe loads. Thus, the external loads on some areas of the
window are greater than its internal loads. Its maximum displacements are
greater than the thickness of the window. A belter model is, therefore,
required for obtalning more realistic solutions. After some consideration, a
feasibility study of the meodel which inecludes the enclosed fluid, was made.

SOPHISTICATED MODEL

It wag developed by adding isoparameti-ic linear hexahedron elements
(CIHEXL) for the enclosed fluid to the conventional model. These elements
are considered as a special iscobropic solid whose shear modulus being much
smaller than its bulk modulus. Because of NASTRAN's limitation on MATL, its
approximate Poisson's ratio chosen to be very close to .5 (ref. 4) and Young's
modulus, which is determined with the chosen Poisson's ratio and its exact
bulk modulus, are used. The continuity of the translaticnal displacements of
the corresponding grid points at the fluid-structure interfaces are constrained
with MPC. ‘The fluid boundaries are constreined with SPC.

A demonstrated model has been developed for evaluating the feasibility
of using a complete sophisticated model for the static analysis of the SDRW
structure. This demonstrated model is shown in figure 4. Two loading cases
on this model are considered in this peper. They are: (1) a uniform internal
pressure, and {2) a combined load of an internal pressure and a non-uniform
external pressure induced from the slamming.
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SAMPLED PROBLEM

The simplified sophisticated mcdel used for the demonstration of NASTRAN's
capability on the SDRW analysis is shown in figure 4. Two circular arcs are
for the window structure. Their dimensions are given in figure 4. 'The internal
pressure is 22,4 {27.1 for the combined load case) N/em?. The maximum external
pressure is 40.3 N/cm? exerting on one side of the window. The minimuwn thick-
ness of the window model 13 1.27 cm.

The results obtalned from the sophisticated model will be compered to
those from & simplified conventional model. They will also be compared to
those from the same mo.tel with sir as the enclosed fluid, The Young's modulus
and the Poisson's ratio used for sea water is .1368 N/em? and .4999999. Those
for air is .84l-l4 N/em? and .4999999. :

RESULTS AND DISCUSSION

Only the critical results obtained will be discussed in this secticn.
They are: displacements, reaction forces and moments, and membrane stresses
(more important information than element stresses for designing rubber
compoaite structures). The membrane stresses are obtained thru a post-processor
excluding the bending stresses in element stresses. The effect of the approx-
imate Poisson's ratio used for the fluid (sea water) on the results from the
sophisticated model will also be discussed.

From the results given in table 1, we can find that the enclosed water,
which has a relatively high compressibility, can sustain the window shape under
the severe load. Due to the low ccapiessibility of air, the window filled with
air from the sophisticated model yields results sbout the same as those from
the conventional one under both loading cases. As the window is under an
internal pressure which gives a small deformation, the conventional model should
be good enough for analyzing the window. Under the severe load, the sophisti-
cated model should be used, Its enclosed Iluid can: (1) decrease critical
displacements, reaction forces and membrane stresses on the loading side and
increase those on the non-loading side, (2) decrease critical reactior moments
substantially on the loading side, (3) move the maximum displacement and
membrane stress to the non-loading side of the window,

The effect or the approximete Poisson's ratio chosen Tor the enclosed
fluid on the crii.cal results are given in table 2. A small increment in the
Poisson's ratio for sea water inside the window can: (1) increase critical
dispiacements, (2) change remction forces and moments negligibly, and (3)
increage membrane stresses slightly.

FINAL REMARKS

NASTRAN has been used as a design/analysis tool for the SDRW. Satisfactory
results can be obtained if a proper model is used. TFor time and cost-saving
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purposes, a conventionael model which only includes the window structure can be
used, If the displacements of the window exceeds its wall thickness, a sophis-
ticated model which includes. the enclosed fluid should be used for obtaining
better solutions. The method as demonstrated in this paper gives us reasocnably
goad results compaired to those from engineering experience, The approximate
Poisson's vatioc of the enclosed fluid is recommended to be .4999999. With this
approach, a costly differential stiffness or olher approaches may be avolded.

The method developed by Everstine et al. (ref. 5) hus been considered,
This method can assure the continuity of normal displacements and pressures at
the interface of the window and the enclosed fluid from the structure and the
fluid elements. The technique implementing this method for the titled subject
is being developed,
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TABLE 1.

Loading Ceses
Displacements (em)

A

B

C {loading side)

C (non-loeding side)

CRITICAL RESULTS

463
463
RS
RS

Reaction Forces (N) and Moments (N-cm)

A
B
¢ {loe «ing side)

¢ {non-loading side)

Membrane Stresses (N/cm?)
A
B
¢ (loading side)

¢ (non-loading side)

2,hs54
2,45k
1,703

2,454

——— et ot S

12.81
12.70
379
.605

(F)

. 35+k
.35+
.66+
.26+

1,3hL
1,3k2
1,253
2,566

.38

27
.26

(M)

LOT+5
L9545
c1h+3
.8143

where A is for the window model, B is for the window-air model, and C is for

the window-sea water model.
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TABLE 2. EFFECT OF POISSON'S RATIC ON CRITICAL RESULTS

Loading Cases 1

Displacements (em)

D .376
E Jh3e
F L6

Reaction Forces (N)

D 1.7 +h
B 1.7L+h
¥ 1,73+

D 1,642
E 1,673
F .. o3

505
. 595
.605

2.2h+k
2.2h+]

2,26+

2,h19
2,534
2,566

where D, I and T are for Poisson's ratio being equal to .4999, .499999

and .999999 respectively.
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NASTRAN Model of A Sonar Dome Rubber Window
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SOLVING MAGNETOSTATIC FIELD PROBLEMS WITH NASTRAN

Myles M. Hurwitz and Erwin A, Schroeder
David W. Taylor Naval Ship Research and Development Center

SUMMARY

Determining the three-dimensional magnetostatic field in current-induced
situations has usually involved vector potentials, which can lead to excessive
computational times. A recent paper shows how such magnetic fields may be
determined using scalar potentials. The present paper shows how the heat
trangfer capability of NASTRAN Level 17 has been modified to take advantage of
the new method.

INTRODUCTION
All classical electromagnetic phencmena are governed by the four Maxwell

equations:

oD

VxH=J+ o (1)

3B _
VxE-l-at-O (2)
V:D=p (3)
V+B =20 (4)

where the vector quantities are defined as follows:

H Magnetlc field strength or intensity
B Magnetic induction or flux density

J Current density

E Electric field strength

D Electric displacement

and the scalar quantities are definad ags fellows:
p Charge density
t Time

There 1is also a constitutive relation between B and H, given by

B = uH (5)
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where u is the magnetilc permeabilicy.

Electromagnetic problems are often solved by introducing and solving for
the magnetic vector potential A, where

B=VxA (6)

Spreeuw and Reefman (1ef. 1) used this method with NASTRAN in solving for
harmonically oscillating electromagnetic fields in the presence of conductors
carrying alternating currents. However, in order to use the existing
structural and heat transfer capabilities in NASTRAN, simplifying assumptions
had tc be made. In particular, the magnetic vector potential A and the source
current densities J were allowed to have components in only one direction, and
those components were invariant in that direction. These assumptions
effectively reduce the problem to one of solving for a scalar potential, which
can be handled by NASTRAN's heat transfer analyses,

In the same paper, Spreeuw and Reefman alsoc considered a problem in which
A was not unidirectional and were able to use NASTRAN's structural analysils
capability only because the governing equations uncoupled for the components of
A.

Another problem with this formulation is the requirement that
2
V'A—"E}J‘a% (7)

where € 1s the electric permittivity.
Spreeuw and Reefman used a separate post-processor to handle this condition.
Frye and Kasper (ref. 2), in solving magnetostatic problems using the vector
potential, use a Lagrange multiplier method (similar to multi-point constraints)
to satisfy constraint (7). They also point out that special boundary conditions
are required at boundaries where the permeability u changes.

In reference 3, Zienkiewlcz, Lyness, and Owen have developed a method for
solving general, three-dimenslonal magnetostatic problems using scalar
potentials, so that standard heat transfer analyses may be used and constraint
equation (7) is not required. They also indicate that special boundary condi-
tions, such as those mentioned in reference 2, are not needed.

The present paper shows how this new method has been implemented in

NASTRAN Level 17.

BASLIC LEQUATIONS AND ASSUMPTIONS

The problem to be solved is the determination of the magnetostatic field
due to a body placed in an existing magnetic fileld produced, for example, by
direct current-carrving loops. The materials sre assumed to be linear, but
may be anlsotropic. The governing equations are:

YxH=J (8)
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B = uH (9
VB =0 (10)
Zienkiewicz separates H into two parts,

H=H +H (11)

H, 1s the field in a homogeneous region due to current J, satisfies

Vch = J (1.2)

and is computed using the Biot-Savart law. Hp is the unknown magnetic field
strength and satisfies

VkH =0 (13)
so that Hy, = V¢ (14)
and ¥V« uvd +V - u Hc = 0 (14a)

where ¢ is the acalar potential. Zienkiewlcz then uses standard variational
principles, with equations (9) and (10), to arrive at the standard finite
element form

K¢ = T (15)
where K is the "stiffness" matrix,
F is the "load" vector, and
T
ky g = [ (YN, 37w VN, av (16)
Vv
_ T
£, = I (VN,)"n H 4V n
v
where
Ni is the finite element shape function for the ith grid point, and
v is the volume of the finite element.

The formulation (16) for kyj is exactly that of the standard heat transfer
conductivity matrix with magnetic permeability p playing the role of thermal
conductivity. The formulation (17) for fj, however, is not a standard heat
transfer quantity and must be computed either in a separate program and input
to NASTRAN or in a new NASTRAN capability. Also, note that f; is element-
dependent, as evidenced by the shape function gradient in equation (17).
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Equation (15} is solved fer ¢ subject to standard natural or forced
boundary conditions., Hp can then be computed from equation (14), and the [inal
results can be obtained using equations (11) and (9).

NASTRAN IMPLEMENTATION

To solve magnetostatic problems with NASTRAN Level 17 using the methods of
the previous section, we select rigid format 1, HEAT approach. However, we
have modified the program to

1) compute the H, fleld due to eircular, direct current-carrying loops;
2) accept a specified Hp field;

3) compute £y (equaticn (17)) for the axisymmetric solid ring elements
TRAPRG and TRIARG:

4) perform the addition specified in equation (11), where Hy is a
transformation of the ''temperature" gradients; and

5) output B (equation (9)) for subsequent NASTRAN plotting.

The implementation thus far has been limited to solid axisymmetric
problems using TRAPRG and TRIARG finite elements and is running on the DINSRDC
CDC 6000 computers.

NEW BULK DATA CARDS

Two new bulk data cards have been introduced into the program for
computing H, fields. They are CEMLOOP, for computing the H, fields due to
circular current loops, and SPCF.D, for specifying H, at selected grid points.
(See figures 1 and 2 for detailed descriptions of these cards.)

MODIFIED NASTRAN ROUTINES

Nineteen existing NASTRAN routines have been modified to accommodate the
new capability. The routines and the nature of the modifications are as
follows:

Routine Reason for Change

IFP,IFS4P, IFX1BD-IFX7BD Recognize and check new bulk data cards
CEMLUOP and SFCFLD.

D21 Restart with CEMLOOP and SPCFLD in Static Heat
Transfer Analysis.
GP3A,GP3ED Recognize CEMLOOP and SPCFLD as "heat transfer"

load specifications and place on HSLT (Heat
Static Load Table).
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Routine Reason for Chanpe

SS5GSLT Retrieve CEMLOOP and SPCFLD specifications £rom
HSLT, CEMLOOP cards are copied directly to
data block NEWSLY for later processing. AlLL
SPCFLD specifications are combined into one
vector glving total Hy at all grid points.

This vector is placed on NEWSLT.

EXTERN Call new routine EANDM, which retrileves CEMLOOP
and SPCFLD specifications from NEWSLYT and
computes £ as given in equation (17).

XBSBD, XMPLBD Specify table updates so that NASTRAN will
recognize new Functional module EMFLD.

XSEML4 Call new functional module EMFLD,

OFPLA Specify new headings to output new data block
HOBHL giving magnetic field strength and
induction.

OFPZZZZ Call for new headings from OFP1lA when HOEHL i1s

recognized,
NEW ROUTTNES

Three new routines have been developed. Subroutine EANDM reads into open
core CEMLOOP and SPCFLD data from data block NEWSLY, reads informaiion for an
element from the Element Summary Table (EST), and calls an element-dependent
routine to compute the load as given in equation (17).

Subroutine EMRING is called by EANDM and computes the load due to CEMLOQP
and SPCFLD specificaticns for solid axisymmetric trapezoidal (TRAPRG) and
triangular (TRIARG} rings. We assume that H, is constant over an element.
Therefore, for TRIARG elements, H, is cowputed at the centroid due to all
CEMLOOP's using an elliptic integral formulation., I SPCFLD's are given, U, is
computed to be the average of the Hg's at the three vertices. Each TRAPRG
element ts divided into four overlapping triangles, and each triangle is treated
as a TRIARG element. Once H. has been computed for a triangle, equation (17)
igs used to compute the load at each grid poknt forming the triangle. Subroutine
EMRING also outputs to Fortran File 11 certain element information, including
He, Lor later processing by Ffunctional module EMFLD. This is a temporary
method for passing ilonformation from EMRING to EMFLD, The normal wethod, of
course, is to use data blocks. However, subroutine EMRING resides in functional
module SSGL, and adding a new output data block to that existing module would
require a change to every vigld format in the program. These changes will be
made at a later time.

Subroutine EMFLD, which is also a new functional module, cowmputes the

magnetic field strength and induction, according to equations (11) and (9), for
each finite element in the model. EMFLD retrieves from data block HOEF1l the
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"temperature" gradient for an element. Since the gradient Y, was computed in
an element coordinate system, EMFLD transforms it into basic coordinates. Then
Fortran file 1l is searched to matech the element identificacion number, aund, on
a match, H, for the element is retrieved, added to the transformed Hy, and put
out to data block HOEHl., Also computed and output to HOEHL is the magnetic
induction B. HOEHL is later output using normal Output File Processor (OFP)
execution. BMFLD also computes and outputs other information for plotting
purposes, as explained in the next section.

™

PLOTTING MAGNETOSTATIC RESULTS

Normal NASTRAN plot processing allows for deformed plots based on grid
point displacements or contour plots of stresses. In the present analysis,
however, the "displacements" (the scalar potentials) are of little use by
themselves, The "stresses" (H or B fields coming from EMFLD) are more useful,
but what we would really like to see for '"nice’ plots are the lines of
induction. The lines of induction indicate the direction of the magnetic
induction B, and the number of lines per unit area indicates the magnitude of
B. While we do not presently plot these lines of induction, we do plot the
actual induction, magnitude and direction, for each element. Therefore,
functlonal module EMFLD outputs other quantities as follows. TFor each element,
two coincident grid points are created at the centroid of the element, and the
corresponding GRID cards are punched. Also punched is a PLOTEL card connecting
the two grid peints. (The length of the PLOTEL element is zero.) Then a
"displacement” vector is created by assigning zero values to each of the
original grid peoints in the model and assipgning the magnetic induction value
for an element to each of the two coincident grid points created for the
element. (The "displacement' vector uses six degrees of freedom per grid point
gince B is a vector, not a scalar.) This vector 1s packed in EMFLD and output
in DMAP using module OUTPUTL. On a subsegquent NASTRAN run, the new GRID apd
PLOTEL cards are merged with the original data, the "displacewment" vector is
retrieved using DMAP module INPUTTL as data block UGV, and a deformed plot is
requested with the VECTOR R option. This NASTRAN run is performed with rigid
format 1, DISP approach, and ALTERs are used to execute only those modules
required for deformed plots. The plots show the original structure as an
underlay, and a vector is drawn at each element centroid indicating the magni-
tude and direction of B in that element,

SAMPLE PROBLEMS

At the time that this paper was being prepared, the only axisymmetric
problems run with NASTRAN for which analytical results were readily available
were problems with uniform permeability. The comparison between the NASTRAN
and analytical results was very good. Although problems with nonuniform
permeabllity have been run with NASTRAN and "reasonable-looking" results have
been obtained, analytical results, required for verification, are still
forthcoming.
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Input Data Card CEMLOOEF  Circular Current Loop

Description: Defines a circular current loop in magnetic field problems.

Format and Example:

1 2 3 4 5 6 7 8 9 10
CEMLOOR { SID J AXT X1 Y1 Zl X2 | Y2 { +A
+A Z2 XC YC ZC | CID

CEMLOOP 3 2.5 1 5.2 0. |2.25

Field Contents

SID Load set identification number {(integer > 0).

J Current through loop (units of positive charge/sec){(real 20).
AXT = 0 nonaxisymmetric problem (not yet implemented)

1 axisymmetric problem; TRAPRG and TRIARG elements are
implied (integer).

¥1,Y1,Z1 Coordinates of two points through which the loop passes
X2,Y¥2,22 {given in coordinate system CID) {real).
XC,YC,2C Coordinates of center of loop (given in coordinate system
CID) (real).
cIn Coordinate system identification number (integer 2 Q).
Remarks:

1. Load sets must be selected in the Case Control Deck {LOAD=XID) to
be used by NASTRAN.

2, If AXI=1l, Y1 must be 0. or blank, and all data fields after Z1 must
be 0. or blank. (Continuation card need not be present.)

Figure 1. Bulk Data Description of CEMLOOP
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Input Data Card SPCFLD Specified Magnetic Field

Desgription: Specifies magnetic field at selected grid points,

Format gnd Example:

1 2 3 4 5 5 7 8 9 10
SECFLD S1D HCX HCY | HCZ | GL | G2 G3 G4
| SPCFLD 18 12.25 0. 62, 8 17 | 103 1

or

SPCFLD |SID | HCX | HCY | Hez | cipy] tarulcip?
sPCFLD | 18 [12.25 | 0. | 62. | 9 {THRU| 27

or

SPCFLD | SID HCX 1HCY HCZ -1

SPCFLD 18 12.25 0. 62. -1
Field Contents
SID Load set identificat{on number (integer > 0).

HGX,HCY ,HCZ Components of specified Hc field (real).
Gi,GIDLI Grid point identification numbers (integer > 0).
-1 Implies the H. field applies at all grid points.

Remarks:

1. Load sets must be selected in the Case Control Deck (LOAD=SID) to
be used by NASTRAN,

2. All grid points referenced by SID1 THRU GID2 must exist.

Figure 2. Bulk Data Description of SPCFLD
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TRANSIENTS BY SUBSTRUCTURING WITH DMAP

Thomas Ge. Bubler
BUTLSR  ANALYSES

SUMMARY

Avtomabed substructuring ia level 16 of NASTRAN was omployed ac a preface
to the scluticn of o direct trencicnt a2nelyzls. The DMAP ALTER statements writ-
ter to adapt tne zubstructurirg for Lrancicnt purpeses ore explalned. Dato re-
covery wus accompliched with transfer FPuncticns. Prcof of the suceess of the
method is presonbed vith an apprlication to a missle zilruesuve.

THTRODUCTICN

Substructure snalysis capnbility in NASTRAWN has been nutomuted for rigid
formebts 1, 2, and 3 only. Ratler than wait for the vxteuclon of automation to
rigid formet 9, it wos found advantageous lto use z2s much of automated substruce
turing o is now ovallables Consideralble effert wes needad tc couple the sub-
atruchwre datc Lo the transient annlysis and then recover the trancient recpontes
of individaal subslructures.

The two principle features of substructuring that male thiz cffort worth
while were Lhe ebility te condense zwall pieces of the mabtrises at a time znd
the sbility to combine cormponent substru-~tures in differeat ways. The sbruc-
ture under inveestigaticn was liable toc dumage, and Lhe atlizeticr of substruc-
buring was Lis wlility bto substitube d-moged components [or the hapless prodew
cerusorse  Many additional advanboges of substructurlopg besame evidert duvring
the progresc of the snelysis, bub tke most notable was the necessity ol the
cnglyst to organize thoroughly.

The method presented in this paper cculd be churacterized cs a five phased
analyuic oo opposed to the usual three inautomoled gubstructuring. Dove Herting
cf Univors-d Anclytics was extremely helpful in planiing the solubion path and
other cubstruciuring items. Phase one delines the hocic sahslructures without
loads Phaoce two ccmblines components ond reduces thew 2 a Sl peeuwdosntructure
bub applier deformations for a loading. Phase three recovers influence coeffis
eiuv ot notrdces for the responses of individunl compornznt substructures to the
deformations of the pscudostructure, The ezt phuse is the direct transient
anzlysis ol the scalar model of the vreudostruciure, bult is not called phase
four. Physe four recovers ihe response of individuval component substructures
to the transient excitation using modified static rigid Tormat. A post-pro-
cessor vag written to scan the stress data for the times and locations of parts
exceeding a threshold value.

301



ORIGINAL PAGE I8
OF POOR QUALITY

JOLUTICN STRATEGY

Answers need tn he found ta porme impartant queztlons wihen one proposes to
use substructuring with tronolertr. For ‘nstanco,

Yhat can and what cont't reiomated subntenctring 8a?

Fow im the tronsfer of matrix data from rhane tuwe to 1igid famqed O

~reompliched?

What has L2 be done to geb the trorasont rieid format to recegnize the

mabtrices offored Lo it by anherim~buring?

How in Aarmping inkwadneed?

How 1is transient dntn % he recovered in the component suhatructures?

How ure plots to be ohtained?

Outline of Su'ntion

As with ony investisation, -nrur+g tc questions heget more questions,
The answars will therefore nol be clears~cub until n chain is satisfied.s In
short, automnted ~ubstructurirg ~nn erpanize the characteristics of the pesoudo~
otructure; as it is modeled for transiornts, into its stiffness nd mass matrices,
but will yield neit2r a damying matrix nor Jeading. #t first blush, it seemed
feasihle to represent this pseudonmiructure in se-lar form for ripid format 9.
Knowing the retrined Aagrees of frecdom in the rmeulsstrueture, one then calls
for an ccuivnlent number of sealar points for fransients. Duwring tranaients
the matrices from nhage two substructuring can be introduced by -~ DMAP ALTTR.
A1l motrix generating modules can be ky-passed and all matrix partitioning can
be circumvented becauze nll SPA's, MPC's, ond OMIT's were incorporated during
the formstion of the preudostructure =tiffness matrix. Taking the response
output from the TRD module one ¢an process it by influence coefficient matrices
to recover the comrmonent responsez, This sounds falrly straipght forward, so
one is encouraged to tangle with the detailed problems.

Data Recovery

Tooking first at the data recovery problem using influence coefficent
matrices, it helps to think in t2rms of o supor stiffness matrix., Tn phase
two if a unit displacement were imposed in one degree of frecdom while holding
all others to zero and this is done for eech degree of freedom in the psceudo-
structure, it amounts to an onforced displacement in the form of a unit dliago-
nal matrix. Translating this notion to specifics meens that a unit diagonnl
natrix is needed for substitution c5 the UGV matrix after module SDRL, Now the
SOLVE and RECOVER modules can process the results onte the SOF (Substructure
Oporating File),

Appendix A contains the detnils of how these ideas were imnlemented. The
Operaticns that are important are the DMI innut of the unit diagenal matrix,
the substitution of the unity matrix for UGV with an EBRUTV, the usc of a SOLVE
commnd to name the pseudostructure for which the solution chain is intended,
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and the uoe of » RWDOVIR ~aremond te ~ed Bhe tolution lota oul on to the “0OF 4n
an orderly fashion so that phase three executions ca readlly partitior the dota
from the internal substructuring besk~keeping scheme.

A rare thing was uncovered that nlmost shattered this plan. A non-open-
endedress, which is quite contrary to the original desipgn philosophy of NASTRAN,
wag encountered, Only 100 subepses were yrovided for in any one execution in
level 16, But this poeudostructure was of order 916, To impose a unit dise
Placemant in each of *he 916 degrrer of freedem one at a bime, meant the assirn-
ment of a static subcase for erch of the 914 enforced defirmotions. Tt was o
rare loolding fase Control packet that was 2s l-rpre ns the Bulk Dats deck. In
dincussing this unbappy event with John MeDonough of Computer Scilences, he maid
that relief of this limitation wns already worked out by sxtending the allowance
to 300 subenses. This was small comfort in viow of the need for % times that
amount of reliof before this job could execute. The ood news was that John
hnd determined,during his investigation prevaratory to insreasing the allowance
to 300, no table restricticn or other kind of overflow condition would be con-
fronted il a further extension were attempteds It took twe tries to dilate
both tre ptandard solution and the automated cubstructuring section to order
1,000, This has nol been generalized yeb, but z scheme is believed tn be under
consideration which will zllow the anclyst %o commummicste his needs bo Lhe
Q3CAR and the FINP by elther a DILG or FASTAAN card entry giving thie size of his
non-standard subcase wrray.

The sueooend step in data recovery is te creale a set of influence coefficient
matrices using automated substructuring phoze ithrce. The dimensicn of the 1,9
term of Ltlhe influence coelficient matrix is

"Displacement in the it Unit displacement in the ji
degree of freedom of per degree of fre:dom of the P/S."
a Basic 5/S

where S/8 means subsiructure and P/S mesns pseudosiructure, Any such mabrix
will designated [INFI].. . s where INFL represents the matrix of terms with di-
mension w/U=l and xot 15 the subsceipt te denote the basic S/5 by rame. This
influence ceoefficient matrix will he used in a post-transient operation to perw
form the mwetvix multiplication

ore] . [oree)] = fcer] e

to obtain timpe varying displacements in a component 8/S, where U(t) is a matrix
of the P/5 response displacement vectors at each of the transient oubput tires,
and u(t) is a matrix of the response displacment vectors of component o/ 00Ky
at corresponding transient output times.

In computing these influence coefficient matrices during phase three, the
number of subcases are required to match the phase two array. This means that
in the particular problem, the phase three runs [or each com-onert substructure
contained 215 cubcaseu, pot 2oalr ehds plun wao nlioost siattered by a bug.

#or econony purposcs the phase three runs were uubnlttcd as restarts of the phase
onc checkpointed runs. DZach ghaese onc sclution wao R. P.o 2, und cach phuse
ithree solution wac R. Fu 1. The phase three rectarte aberted. Only by the
chunciest strokes of good forlune did John McDonough happen to have faintly
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remomhered thuat spomewhere he hoord thit come difficulty with resturis were over-
come by using option ¢ on the 80L card, ie.e. SOL 149. It worked} In eifec”
opbion 9 aveids the consideration of the optimization featwres of Re Fu 1.

This buzg oppeared during restarts involving chunge of rigld formats onlye.

Thiv phase blwee operation ds not out of the voods yet, because o needed
data block from bhe phase one run did nol get checkpoinled. Appendix B gives
tke details of Low to remedy thic defect. dppendix ¥ slso explains how the TNIFL
matrix is equated Lo the UGV matrix and ioc Llken written to disc¢ files for the
finul golution recoverye.

Before taling up Ue protlems with bransients, the Lthird and last step in
data rceovery will be completeds.  Assurdng that the matrix of ps..dostructure
regponse dizplogement veclors, U(), huc bech cuccessfully written bo a digk
Tile, w:d nosumling bhat Lhe INFL mabriccs for the several busic subsiructures
have baen writter to dilsk files, the task of recevering basic subslructure
Lime varying responses in displecements, streoses, and forces is al hand,

These jots will be cuiside the renlm of aubomated substructuring except that
they will be restorted frow phase one checkpointed runs. The first task bo be
performed 1o tc wot vy the casze control such thut the vector of response dis-
placements b eoch outpul time slice shall be cunsidered ws o static solubicn
caces. The labelling of cach subcuwsc with lhe oubtput time proves to be a great
genvenience. Newt, the restart daba hos Lo ke fotched in order te re-ectablisch
tho “nternzl book-kewping scheme so thut the OFP (Outpul File Frocegsor) module
cen functlon in an orderly fashion. GSince lhe product [mwr] [ult) _will pro-
duce a mabrix Lhat can be considered the slatic sclution wafiix [UGV], no matrix
generators or matrix partitioning is needed. The [irsl module needud affecr the
uaideformed Llot roulines is SDRE so the ALTCR packet Lo bring in the patrices
and ae the mebrix rultiply, can stoet just before SDR2. The outpuls from SDR2
ore then delivered o OFP o catlofy the oubtiul requests ip case control. The
slrese table ic oulpul for sec.sming by o posl preocessor. 4 normul terminatlon
burns contruld overs Lo Lhe PLOT rouilue and enitus.  Detelils of how these tuaskos
were ‘rplemented are jivea dn Appondix Ce

Transicne Joluiion

Froblews for trancient scluticn bemin in phase two of substructurings Due
to a bug in the cormend "REDUCE" e moss mulbrix which is produced iz Jdecignated
oo aguare not symmelric. IF thdo were ollowed to o uncorrected btransient scl-
utions world be ' Llmen more expensive than cipected, bocause the trailers would
telegraph toe the DCOMP and FBS modules thal unsyaretric reutines werld have to
he crlled. A ocheme wic devised, which aflter wmuch strcamlining tuwrns cul to e
disarmingly simple, using MERCE ¢ chanpe this trailer [rom square to symmetric,
Tt was no swall task to discover hew simple it couwld be Lo oulput Lhe poeudo-
structure stiffness and masz malrlcceo. It was a mabtter of discevering that
there was a module within the substructuring lexicen bhat wus avoilable for ad-
dressing explicitly but whilch was wot ladiwlidually, foaiuvred. The nmse of the
module is SEFF, It is dncorxrvornted frequently in the listings of DMAD MLIER
packets for major commands, so by studying “.wce commands listings it finally
reglotered that if "they'" can do it then T can de it. The two complimentary
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modules S@RE and SEFT deserve to be glven individunl 52214 in the documento-
Llome Tdlbing s of their uoe fur the Leuiler chanpo Yo gyrmeiyy and fer tlao
ont ub of atdfMezs nnd mass matrices nre conbalined “n J»iondix D,

Jooa prefnce Lo the dorks velabing to trapcionte) 1L w0ld LUz 0@l ta none-
de» whnt the sime ares tb o the veey Tewsl the cubpub oot Tor the preudo-
stracture ~heald e v mabrix of Adenlocoment revromie o oo ol rCnepnmen of
time sMlecas, Teoardy voloelity ond reeel o 57 0L cut;o~ oy be necded, Plots
of the psoudostrucbwre are certuinly desiveuble. It is mundatory bthat the
trongionts be able to be restorviced al a time cavlier than the latest Lime of
the preceding run. Restarting the problem with an old sel of iritial conditions
on o new configurntion rust include acceleration. The motel ius Lo he sculor
vith matrices to be delivered Cfrom Lhe jhase Lwo pscudostructure. Loods are to
be applied to this scclar model., Dumping needs to be introduced.

Stranpe Lo cay, bthe damping problem will be discussod Mlrst. The reason
for this order i to settle the guection ws to whether all matrix peneration
medules con Ve by-posdeds. If unifern structural damping is an accegtable
reprecsentation of the way the siructurce behaves, ihen the damping matrix can be
generated by o scalar mdtiplication of lhe stiffness matrix, wiich already
oxistese This was decided on. Convequently, @11 melrix generation wodules
could be by-passed und an ALTUR packet could be added wrich would do the mabrdx
multiplicalion und whatever related parameter manipulation that would be nceded.
The Bulk Data of course must contoin o PARAM card for the W3 frequency. Myles
Hurwits of David Tayler NSRDC was of inestimoble value in helping with parameter
manipulations and other system problems.

Mow the operation of vringing in the stiffness and miss matrices firom
phase two is cloply a matte: of using INDUTTL and renamin them with an BCUIV
statement so that tranrients can proceed aleng the normul chain of the rigid
Format. The Bulk Data ol course must contain an SPOINT card rectaaning the
number of poinie equal te the degrees of frecdom in Lhe piseudostructure.

The problem of leud delinition iu mrinly @owaller of booli-leco . hetlor
Gl Ve oguometrdcocr seidary Whe anture ol the lood s such Lkt czeh compo-
nent of load s o separabe amplificsbion time hiclowy o the TABLEDL iaput data
Lo wae mane Lo clbhor sosee  The 20haA cwe? must oufes Lo gedior points, sco il
iy neceousary bo cmoull n tcble to deberming widick cealar po ' nt corvesponds to
a leaded component of a geomelric c'nb. Zortw.abely, the autemated substruc—
burling output items wulicipate bhis need very aleely. Tha nawme ol Lhe Lable
w.iich tnlulales the correspondence between wii ‘rlerncd leagree of frecdom number
and tle physical point component is "SUMMARY CF DSEUDOSTRUCTURE COMEZCTIVITIRG, M
Thic table ic printed in res -onse bo the anclyot's selectlen of subconmand
"OUTTUT Optlon 12" durlng a TCHDBTEY oporation. Of course, in this case the
table tu be wsed ic tha! associated with lhe finel CCMRIMG operation which pro-
duced lhe [iral pscudo-ciructure. IF however, the operalicn which produced the
finnl pocudoctruclbure confipuraticn were a RWDUCE operatiosn, then one needs to
consulkl & podxr of tubles: the ETSS set of tallesond the lozt PSEUDCSTRUCTURE
CONNECTIVILILS tables The BGS3 15 printed in response ko Lhe analyst's selec-
tion of opiion 5 of the subcommund CUTPUT during a REDICE operaticn.



The problem ¢f restarting the transient integration et o tlue earlier then
the lust of the nreceding run ie complex. The reason for imposing this require~
ment is that damoge is expected lc occur to the structure, bub the time of dam-
age won't be known until the rezuliu of a previous run are examined. If a
strecs level is found io be exceeded, the flexibility is provided jo substitute
a replucement substructure ir o duwwmged configuration. The reconfigured struc-
fure wlll Lhen be rectarted av th: inctant ot which the ctress level wac found
to be exceeded, Thiu copabilily ts reztart at an ewrlier tirme meant that a
chenge in the code of the TRD module had to be made. Simalioncously, o provi-
gion 4n ke DMAD listinge had b ke mode Lo allow for the modification of two
buok-lweeping items. The value cf thwe perameier NIOL bad to be szet to tell the
TAE wedule at vhat column in the matrdix of the displacements, velocities, oad
arceluraticis the Jata iz Lo be futched Lo represent the jnitial conditlons ot
the £!me of recoturt., The table T0L (Trancient Cutpul List) has be be enabled
oo that additicns cem Le mude to bhe Luble. The cliigez to the code »nd Lo the
DMAY were 2l pencrcusly provided by I, %, Damddl of Computer Sciences.

The problem of initial condillisnps on & choavyed couflipuration zeuld now be
handled wo w rostart ot o bime specilied Yy Lhe NCOCOL and a revised TATEE cowd
withcut having to go inte an exterral definditior using un IC card. Such @ re-
siart also provides for Initial accelezrations to be imposed ayv well as initiad
velocities and displuczments. OJuch gymestics are possible under two condillonts
First, the changed configuration must heve mulrices of the same size . (order ¥),
and In tuw same sequence wo bhe wipginal model. Decordly, the anplyst hus to
ke conbent with cthe approvimuie values of the inilial econditiors en the changed
conlipuraticn being the same 2s the lerminal values oif Lty predecessore. Under
certain ecendilions this reconfiguring with substructuring allows on analyst Lo
pet valuakle irfermalicn avout o porlinear preblem using linzur cnalyoiss

The Tinel trensient task arises becwuse of the porticular neciure of the
UDVT matriz. The CTP wrranges a toiplel of vwwleer for every time. Conseguenbly,
UDVT consistes of U, U, & ff at ¢, Followed by U, ¥, % ¥ at t,, wd so forih:
througl fime tN' Only the medeiv of <ine varying displuceme¥ts i needed for
he A by ocecovery rhasc hevefore the Jicplacemeris will hewve to be stripped
Trom UNVT by use of the DH'WP utnliby TARTN. OF course, » purtiticming vector
#4111 have to be defined hy DMT iw the Rull Dasa to whiech PARTN can »cfer.

Having the matrdx of displngerenits only, it Just remnins to uze OUTPUTL to road
them omtn an extomal dick file.

Unferiunately, plots of the rreoudestructure cannot be obtained becauce it
vas 2efinad in Re T. 9 hy scalars which hove no geametric propertics. Hewever,
Lol of each individual hasiec substructure can Mo obtained in the data recovery
phane. A Listing rlorg with explanationg of the ALTER packet for R.e Te © to
implement thece tasks arc siven in Appendix 1,

APPLICATION

The technigue of combining automated subs*ructuring with direct transients
vt apnlicd to the anziysis of & ocwrrent miscle, Tigure 1 shows a piciure of
the hardware, Tigures 2 through 7 depict Llhe undeformed plots of the substruc-
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tures, TFigure 8 shown 4 chart siving the evolution of the enclyrin from *he
dofinition of indiviianl rubntructures, the cambiring ivte nseudentructures,
througk trangicat analysis and finnlly dotn recovonye Thin ghart v weunly
callod n substruetnre anmalyzdis tyree onr simply ~ tree, In this ence, VFowever,
there are five phases dnctead af three. Figure 9 Adirploys the verintiens in
the Lreo wundor differant comfizurntlons with o minimad ~F annototiom,

™e tochnique proved te he gquite succea™? dn et the mnlyticed resulis
comparend onite favorably with twe full scale tests.

[IINDTIONT

Natu~ally, vwhen wne nchieves o ee-tuin measur: »f sucecers with n task,
the thinking procens does not end abraptly. Tt has ceoured it~ me that some
things could hrve been done differontly, One s in the rrea of dynumic londs,
Mlow me to retrogrecs fTor a moment, During the an<lysic ~veat core wos taken
to erntrel the hand and the Aensity of the X matrix. Barding was jorformed
om cnch substracture. Condensatisns weve rorvfrrmed on medricos whorever roo-
~ible when they were of mmall order; c.ge OMIT's were inlroduced in phase 1 rg
deenly an rosoible vithout interforin: vith oomnactions or leoads; reducing wrs
used in rhase two nt connection interfacro without ‘nterfering writh Iondsg,
Crndenrntions, ~ft-r 1nads vere defined in L“nnnionts,wore canziderad ik nhan-
doned, brerure the veoy-off =wons trodacoffe vng ot inmediatelry evidents, DPnre
allel condennations would hrve %2 he porfrrmed n jhose Gyo ot e RN, O
beornes wetbrices wonld have to be Aelivered to R. F. 9@ irn uncondens~d form,
then o phrse two condensation would have to follow the malrix transrer to match
the condensation that would take nlace in transients, because data recovery of
necessity is based upont the matrices in "SDISPLACEMENT' forwm from transients.
This penalty of double condensation plus the incrcascd dengity may outwedgh
the cdvantage of order reduction in traasient DCOMP and TBS. A way of omitting
the doublec condensmabion penalty has surfaced nfter the annlysis. The DAREA
lording could have been represented as Munity static loading in phases one
and two with condensations including some of the loaded points. The Pstatice
Llogd matrix' could be examined alter vhase two and hefore transients to arrive
at the weipghting functions different than 1 for the DARY/. cardm. Time ampli-
fications would have to be adjusted accordingly.

Another post hee idea occurred in the area of plotting. After the tran-
sient analysis of the scalar model was complete, another grid point model could
be assembled with a grid point for every scolar noint wherein the other 5 de-
grees of freedom would be constrained. An ALTIR packet Lo admit the static
and deformed PLOT modules and substitute the scalar UDVT for the "SDISPLACE-
MENT" input to the VDR module would allow the plob:s to be oblained for the
poeudostructure transient responce at a small cost.
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CONCLUDING REMARKS

A technique for combining automolted substructure analysis with transient
analysis has been devised ond successfully applied. The lechnigue can be sum-
marized in the form of a recipe to ussict an arelyst, who mey want to try this
technique, as to whot factors have te be token into account,.

e
?-

* 55

*

Recipe

Tun 3/S through @2. Combine & reduce ic produce ihe transient P/S
models

Run ¢2 SOLVE & RICOVER operabions with SLTER packet to read [T

matrix into UGV Jats block and supply subcases for each of the N
degrecs of Ireedom.

Run @2 tc change MMTX from sq. %o sym. using MORGE* packet. Read
KM & RIPY onlo external dick file using S@FY command and CUTPUTL
packet,

Set up transients as a secalar problem. Read KMIY & MMEX in from ex-
ternal file. Surply loading duba te scelar deprees of freedon.

Apply ALTCOR packet Lo jump around meirisx generators, to bulld damping
matrix, to set transient paraneters, to parbtition displacements from
UDVT, and to provide flor restart @ earlier time than last.**

Run @3 as B¢L 1,9* with ALTER packet to correct SDR1* and output INFL.
Run @4 os SPL 1,9* with ALIER packet to jump around matrix generators,
to multiply for basic $/S transient displacement response, and outpub
strecs lable.

N is limited to 300 in standord leve. 17,

These steps will not be uccess-ry in an operabing version with these
bugs corrected.

Level 17 hau this fezlure lucorgorated in the code.
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APPENDIX A

DMAP ALTER TO R.F,I. FOR
UNITARY MATRIX LOADING WITH S/S SOLVE

'This appendix supplements the description of SUBSTRUCTURE
Phase 1I Solution Strategy. The Phase II1 DMAP ALTER statements
are given first, followed by explanations according to statement
number.
ALTER 100
JUMP TGB §$
ALTER '126

1

2

3

4. LABEL TGB $
5. EQUIV PARTUGV, UGV/ALWAYS §

6. INDALTER

Statement Explanations:

1. Since these ALTER statements are used in canjunction
with 8/8 commanﬁs SOLVE and RECOVER, this ALTER must not inter—
fere with the automated ALTER's associated with these commands,
i.e. these must be avoided 2, 4 to 5, 2 to 22, 29 to 30, 41, 58
to 61, 73 to 78, and 134 to 164. The ordinary preparation of
matrices such as constraints and omits will in general be needed.
The operations to be eschewed as unnecessary and costly are de-
compositions, load assembly, FBS (Forward Backward Substitution),
and JDRL (Stress Data Recovery). Begin the ALTER at statement

100 in R.F.1 because constraints and omits have tazen completed

by this point, and it precedes the decompositicr.
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2,3,4, Start the avoidance of unwanted operations with
a JUMP command to a label located after the recovery of UGV in
module SDRL.

5. The name o the unitary matrix input via DMI cards
is PARTUGV. Since it is de.ired to have NASTRAN recognize this
unitarv matrix as the displacement solution, it must be labeled
UGV for succeeding modules to so recognize it. There PARTUGV is
equivalent to UGV. The parameter ALWAYS was used to make this
EQULV '"'take' because it was established earlier in the automatic

ALTER's with a value of negative one.
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APPENDIX B

DMAP ALTER FOR CORRECTING SDR1 AND OUTPUTTING INFLUENCE

COEFFICIENT MATRIX

This appendix supplements the description of SUBSTRUCTURE Phase IXI Solution

Strategy.

The Phase III DMAP ALTER statements are given first, followed by

explanations according to statement number.

9.

10.

i1,

12.

ALTER 126, 126

COND NoUoOv, OMIT $

FBS L0o, ,P0/UODK/C,N,1/C,N,1/C,N,1/C,N,1 &

CHKPNT UODK $

ﬁQUIv UQDK, UOOV/ALWAYS §

CHKPNT Uoov $

LABEL NOUOOV $

SDR1 UsET, PG, ULV, UOOV, YS, GO, GM, PS, KFS,
Kss,/uGv, PGG, QG/V,N,NSKIP/C,N, STATICS $

OUTPUT 1y 554s//C,N,~1/C,N,3 $

QUTPUT 1 U&V,,,,//C,N/0/C,N,3 §

EXIT $

ENDALTER

Statement Explanations:

1.

This is a restart of a SUBSTRUCTURE Phase 1 checkpoint.

A required

input data block U0OOV for module SDR1 did not get checkpointed in the

Phase I run because SSG3 was automatically ALTERed out, so therefore is not

available for restart and its absence would cause an abort because ULQV is

not allowed to be absent as an input data block if an OMIT occurred.

T ey
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Since the SDR1 module in R.F., 1 is statement number 126, the
patch for remedying this defect must be inserted either ahead
of or in place of 126, 1In this case it is inserted in place of
126, because constraint forces QR were not checkpointed in the
Phase I rwn either, necessitating the removal of QR as an input
data block to SDRL,

2 thru 7, These six statements are intended to provide
for both the presence and absence of a Phase I OMIT. If there
were a Phase T OMIT, the parameﬁer named OMIT would be given a
positive value when output from GP4 and the COND conditional
jump to label NOUOOV would not take; thus causing the operation
sequence to pass to statement 3, FBS. If there were no Phase I
OMIT, the parameter mnamed OMIT would have retained its nega-
tive one default value, and the COND conditional jump to label
NOUQOOV would "take'" and the TBS module would be bv-passed,

The reason that it is desired to cause this conditional
Jump is that UCOV would have existed alleit as a purged data
block, and would satisfy the input reguirements of SDRI, The
EQUIV of data block UODK to UOOV uses parameter ALWAYS because
ALWAYS was defined to be negative one by automated substruc-
turing. Data blocks UODK and UOOV are checkpointed before and
after the EQUIV because the -DMAP compiler is very particular
about tidiness in specifying the precedents and antescadents in
EQUIV.

3. Data block PO is required to be supplied &y the
analyst as DML input. It is of order "A" rows and "{" columns
and is null, This will create a null UOQV. The ﬁéason that UOOV
AGE:

1. °
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should be null is that no load has been put on any omitted peints,

8. The call statement for SDR1 must be written without an
input data block appearing after KSS, It is not necessary to
remove output data block QG even though QR is absent, because
SDRL ill generate QG as purged in the absence of QR,

Output data block UGV will now be the basic substructure
influence coefficient matrix.

9,10. These modules will output the influence coefficients
to a NASTRAN file INP3. If the JCL is written to make a disk
file of INP3 it should be named INFLxxx for ready identifica-
tion,

11, An exit is talken after outputting the INFLxxx data
because no more processing is needed.

Statements 4, 5, 6 could have been omitted and UODK could
have bean used in place of UOOV av an input data bleck to SDR 1,
becuuse USET would have sensed that UOOV was purged during execu-
tion of DMAP #71 of R,I’, 1 in the event of no OMIT, and would

have relieved SDRL from requiring UOOV as input to SDRL,

322



APPENDIX C

DMAP ALTER TO R,F,1 TFOR PCST-~TRANSIENT DATA RECOVERY

This appendix supplements the description of STATIC DATA

RECOVERY PHASE TV,

first, followed by explanations according to statement number.

1.

11.
12.
13.
14,
15.
16.
17.

ALTER
INPUTT1
INPUTTL
INPUTT1
INPUTTL
MPYAD

PARAM
EQUIV
CHKPNT
SDR2

SAVE

orp

SAVE
oUTPUTZ,
QUTPUTZ
OUTPUTZ,
ENDALTER

The Phase IV DMAP ALTER statements are given

39, 155

/., /C,N,-1/C,N,3 §
/INFLx*xx%,,,,/C,N,0,/C,N,3 §
/vy, /G N, -1/C,N,4 $
/FLIT#U,,,,/C,N,0/C,N,4 $

INFLxxx, FLIT#U,/TRANxxx/C,N,)/C,N,1/

C,N,0/C,N,L $
//C,N,MPY/V,N,ALWAYS/C,N,-1/C,N,L $
TRANxxx, UGV/ALWAYS $

UGY $§

CASECC, CSTM, MPT, DIT, EQEXIN, SIL,
GPTY, EDT, BGPDT,,,UGV, EST,,/,,OUGVL
OES1l, OEFl, PUGVL/C,N,STATICS/
V,N,NOSORT2=-1 §

NOSORTZ2 $

OUGVL,,,OEFl, OESL, //V,N, CARDNO §
CARDNO $

ves,//C,N,-1/C,N,11 §
OES1,,,,//C,N,0/C,N,11 &
vhss//CN,-9/C,N, 11 8
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1. The operations that are needed in this step are
fetching of restart data, forming of basic time varying dis-
placement matrix, exercising of SDR2 and OFP, plotting of
deforme. responses, and outputting of stress data to the
post-processor. Call statements for SDR2Z and GFP in stan-
dar! form process more than is needed here, hence their input
and output data blocks are destined to be rewritten conse-
quently everything from before matrix generators to just before
structure plots can be by-passed. Hence, the ALTER controcl
causes a jump from statement 39 to statement 155,

2,3,4, and 5. Influence coefficient matrix [[NFLxxx is
read in from disc file via INP3. Transienl response FLIT#U
is read in from disc file via INP4.

6. The matrix multiply operation [INFLxxx] x [FLIT#U]
= [TRANxxx] gives the Basic Substructure time varying
response TRANxxx, )

7,8, and 9, A control parameter ALWAYS is assigned the
value -1 to make the succeeding EQUIV operation “take' so that
the Basic Substructure time varying response TRAN¥xxX is
equivalenced to the static solution matrix UGV. Then UGV is
checkpointed.

10 and 11. Basic Substructure time varying displace-
ments, element forces and element stresses arz recovered
according to the specifications stated in Case CTontrol. The
output parameter NOSORT2 is saved.

12 and 13. The displacements, forces, and strasses from

SIR2 are formatted for printing. The output parameter CAUDNO
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is saved,

14, 15 and 16. The table of stresses OES1 are output
to a FORTRAN file and stored on a disc with dataset name
STRSxxx. This is now in a form that the post processor

scan program can access it,

PAGK 15 -
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APPENDIX D

MMTX TRAILER CHANGE AND MATRIX
TRANSFER FROM SOF TO EXTERNAL

This appendix supplements the description of TRANSIENT SOL-
UTION STRATEGY. The DMAP listing is given first, followed by an
image of the partitioning vector, then the explanations according
to statement number.

1.  BEGIN § |

2.  SOFI /X1,mM1,,,/C,N,+1/C,N,MFLT/C,N,KMTX/C N ,MMTX §

3.  MERGE M1,,,,BLNKVEC,/SQRSYM/C,N,2/C,N,1/C,N,6 § |

4.  PARAM //C,N,ADD/V,N,TRALR/C,N,0/C,N,-1 §

5.  EQUIV SQRSYM,M2/TRALR §

6.  SOFUT //C,N,+1/C,N,MFLT/C,N,EDIT/C,N,2/V ,N,ZXX/V N, ZXX/
C,N,DUMPARAM/V,N,ZXX/V,N, ZXX/V N, ZXX/V, N ZXX/
V,N,ZXX §

7. Sprp - ,M2,,,,//C,N,+1/C,N,MFLT/C,N,MMTX §

8.  SOFUT //C,N,+1/C,N,TOC/C,N,SOFP/C,N,0/V,N,ZXX/V N, ZXX/
C,N,DUMPARAM/V N, ZXX/V N, 2XX/V,N, ZXX/V N, ZXX/
V,N,ZXX §

9. OUTPUT1, :s,s//C,Ns'l/C;N,O $
10. OUTPUTL  X1,M2,,,//C,N,0/C,N,0 §
11. END $

DMI BLNKVEC O 2 1 1 916 1 +PART
DMI BLNKVEC 1 1

2. The utility SOFI brings information form the SOF into the
current execution. The name of the P/S is MFLT and the two data
blocks belonging to MFLT, KMTX and MMTX are being requested and
being given temporary temporary data set names K1 and Ml respec-
tively.
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3. A merge operation of the mass matrix Ml with a null matrix is
performed by using a 916th order null partitioning vector. The
partitioning vector is <asy to specify as shown on the example DMI
card, Ablank entry is given feor the first row of the first col-
umn and implied blanks for all others. The output matrix is named
SQRSYM. The 32d parameter states that the trailer of the cutput
matrix is to be symmetric.

4,5. A parameter is defined for use in the EQUIV statement so

that the output mass matrix can conform to the substructuring for-
mnat for naming.

6,7,8. SOFUT is used to purge the old MFLT square mass matrix Ml
from the SOF. SOF0O is used to output the summetric mass matrix

M2 from the current execution to the SOF record of P/S MFLT,.

SOFUT is used to get a listing of the SOF table of contents to
verify that the mass matrix was read onto the SOF,

9,10. The utility OUTPUT1 reads K1 § M2 onto the NASTRAN file
INPT.
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APPENDIX E

PMATP MODIFICATIONS TO DIRECT TRANSIENTS

This appendix supplements the description of DIRECT

T ANALYSIS Solution Strategy. The Rigid Format 9 DMAP

ALTER statements are given first, followed by explanations

according to statement number.
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1.
2 r

9.
10.

11.

12,
13,
14,
15,
16.
17.
18.
19.
20.

ALTER
FILE

ALTER
ALTER
PARAM
ALTER
COND
ALTER 67
INPUTTL
INPUTT1
EQUIV
.ALTER
PURGE
ALTER
JUMP
ALTER
PURGE
ADD
CHKPNT
ALTER

2,2
KGGX = TAPE/KGG = TAPE/UDVT = APPEND/
TOL=APPEND §
30,30
33,33
//C,N,ADD/V N /NOBGG=-1/C,N-1/C,N,0 §
34
LBL1, NOSIMP §

/vy, /C,-1/C N, 0 &
/KL1,ML,,,/C,N,0/C,H,0 §
K1, KGG/NOBGG/M1, MGG/NOBGG $
102

MAA/MOKGEX $

110

LBL5 §

113

K4AA/NOKGGX §
KAA,/K4AA/&,N,(0.03, 0.0}
K4AA 5
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21'

22.

23.

24.

25,

26.

27,

28,

29,

30,

31.

32.

33.

34.

35.

PARAM
ALTER
EQUIV
EQUIV
ALTER

PARTN

QUTPUTL
OUTPUT1

SDR2

SDR3
CHKPNT
OrP
SAVE

EXIT

ENDALTER

//C,N,ADD/V,N,NOSIMP/C,N,1/C,N,0 $

163,163

PPT, PDT/NOSET $

PDT, PD/PFDEPDO $

167

uDvr, USTRIP,/,,FLITOU,/C,N,7/C,N,1/C,N,2/C,N,2/
C,N,2/C,N,2 §

y99://CN,=1/C,N,4 §

FLITOU,,,,//C,N,0/C,N,4 §

CASEXX, CSTM, MPT, DIT, EQDYN, SILD,,, BGDT, TOL,,,
£sT,, PPT/OPP1,,,, C,N,TRANRESP $
OPP1,,,,,/0PP2,,,,, $

oPP2 §

OPP2,,,,,//V,N, CARDNO #

CARDNO §

$

Statement Explanations:

1,2.

The TOL (TRANSIENT OUTPUT LIST) must be enabled to that it can be

appended for any continuation of integration. Initially, when there is no

restart, the TOL need not be appended, kut for all subsequent restarts it

needs to be appended, so it is enabled here to be ready for all runs. Instead

of inserting a separate APPEND statement, it becomes more concise to add the

APPEND to the existing FILE statement. Consequently, the existing file state-~

ment was removed and put back with the added APPEND statement.
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4.5 Subsequently it is desired to Incorporate a structural
damping matrix and no other kind of dambing, but to equip the
code via a DMAP ALTER and not through a matrix generator mwodule.
Ordinarily the EMG module would sense the absence of viscous
damping and automatically set the parameter NOBGG to negative
one so that the viscous damping matrix, BGG, would not be
generated., But in this solution path EMG will be bypassed by the
conditional jump of statement 7 (because stiffness and mass
matrices are input via statements 9, 10, 11). Something must be
done aboult parameter NOBGG so the O0SCAR can do a proper job in
providing sterage space for input data blocks, NOBGG must be
preset to ~1, so the parameter entry C,N,1L must be changed to
C,N,~1. The original PARAM statement must be replaced by this
rovised statement therefore the ALTER 33,33 was used.

3 thru 7. All matrix data is being read in from disc and
no matrix generator will be called upon. The compiler recognizes
this and sets NOSIMP to -1 during execution of TAL, This is all
very well but if the sequence of operations were left uﬁchanged
NOSIMP would cause the conditional jump of statement 30 to engage
statement #62 next and would completely bypass the PARAM state-
ment #33 in spite of all the modifications discussed above.
Consequently, the conditional jump based on NOSIMP was taken out
¢ ¢+ sition 30 with the ALTER 30,30, and restored ziter the PARAM
executes in position 33 and needs to have a wvalue of +1 later on.

8 thru 11. Stiffness and mass matrices frow Fnase IT need
to be introduced into the DMAP stream after the matriy operators

and before the matrix partitioners implying after stezcement #6.5,
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SMA3, and before statement #75, GSPS. Here, ALTER 67 brings it
in just before GP4.

The matrices on file FLILKM from Phase II can be internally
subscripted to any variety of numbers from K1, Ml to K9, M9 and
higher depending on the execution order of commands in Phase IT.
In anticipation of this, statements 10 and 11 use subscript
one followed by equivalences to KGG and MGG which will always
"take" because pavameter NOBGG was preset to -1, If K & M are
written out with other than subscript one, the acting wvalues
should be written into statements 10 and 11,

12 and 13. If there were OMIT's the SFA (Segment File
Allocator) could not provide for MAA, because it was purged
back in statement #28. This purge at #28 took place in this
instance, because NOSIMP is negative as explained above. In
order to equip SFA to provide for SMP2, MAA has to be unpurged
Lefore statement #103 when SMP2 goes into operation; therefore
the unpurge is introduced at #102 with the control parameter
NOKGGX which was set equal to 4+l at statement #31.

14 and 15. It is the intention to provide for the damping
matrix K4AA by a DMAP ALTER subsequently, besides which K4FTF
does not exist to act as an input data block for SMP2Z; thereflore
SMP2 and CHKPNT are jumped around.

16, 17, 18 and 19. MNow the damping will be ganzrzted.

The output data block name will be K4AA, But =nis <7z3 purged
along with MAA a2t statement #28 so it also has z: =& unpurged;
again the choice of control parameter is NOKGGX  Iracially
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uniform structural damping is proportional to stiffness so a simple
scalar multiply will sexrve. The ADD statement performs

aA + B = c¢. If B=0, then C=aA. The coefficient o on A is a
complex number, demanding that the real and imaginary parts be
suvpplied. In this instance, the real part is 0.03 and tha
imaginary part is 0.0.

20 and 21. KDEK2 is a parameter which indicates to module
GKAD whether or not matrices KAA and MAA are present according
to its value of +1 or -1. Its value is computed in statement
#1140 by a logilcal AND operation on the values of NEGENL ard
NOSIMP from their most recent update according to the VPS table,
Unless something is changed at this point NOGENL and NOSIMP
are both = ~1 so their AND result =-1and KEDKZ will be negative,
This negative value would indicate that KAA and MAA do not exist,
but they do exist, because matrices were read in without benefit
of gencral elements or from element matrix generators. A non-
negative value reflects the condition of these matrices. By
changing NOSIMP to -+1, the computed value of KDEK2? is -+1, satis-
fying the non-negative requirement.

23 and 24. BEQUIV statement #163 has a bug in it. To
correct this bug, the two EQUIV statements are written in place
of the defective statement,

26, 27, and 28, These statements provide for stripping
velocity and acceleration vectors from the UDVT matriz. The
partitioning vector USTRIP is supplied by the analyst via DMI

card data. The dis7 acement vectors in UDVT occur in columns

1, 4,7, ....., the last output displacement. The 1a5t output
- th
Pl‘- PAY
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displacemont: is calculated Lo be:

160 the number of inteprationy x3 / the number of vec-
Lime steps selected on tors per time step 3 vectors
the T STEP card uyu,u +3{ fox the \
-~ : - zeroeth
8 (the output: interval ) time step /
sclected on the T STEP card

ez lﬁgﬁﬁ +3 = 63. This value Is put in field 8 of the DMI

card indicating that the DML vector for controlling the colunns
partitioning will have 63 rows. The matrix of disrlacement
veclors will be named TLIT #U, where # indicates che restart
nunber starting with the zeroeth,

29 thwru 35, The call to SBR2 allowr the modules to respond
to the Case Control Card OLOAD. Modules are Limited to the input
and output data bl ks necessary to process only the loads.

ixit. after QFp because no plots are vequested.
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FOR A
LARGE HELICOPTER MODEL
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SUMMARY

Using superelements {substructures), modal and frequency response
analysis was performed for a large model of the Advanced Attack Helicopter
(AAH) developed for the U. S, Army. Whiffletree concept was employed so
that the residual structure along with the various superelements could be
represented as beam-like structures for economical and accurate dynamic
analysis. A very large DMAP alter to the rigid format was developed so that
the modal analysis, the frequency response, and the strain energy in each
component could be computed in the same run,

INTRODUCTION

The helicopter model shown in figure 1 consists of 13 substructures
having 1000 grid points and 4000 structural elements. The dynamic analysis
was performed using the residual structure, which represented a beam-like
structure along the centerline of the aircraft at its nominal elastic axis, with
appendages in the form of other beams. The residual structure was connected
to the superelements by rigid elements in a sort of 'whiffletree" form. This
is an interesting, newly developed concept in that it allows dynamic analysis
with the efficiency of a ''stick' model, resulting in significant cost saving
while at the same time retaining more involved effects accounted for in the
detailed finite element model. '
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In order that normal mode analysis as well as frequency response
computations could be executed in the same run, a special alter to the rigid
format was developed. The alter was extended to further include calculations
of strain energies in each component, so that the critical parts of the structure
for each model could be easily identified, To determine the most sensitive
mode to the rotor excitation, rotor impedance factors were calculated using
eigenvectors generated from NASTRAN run,

The structural contributions due to the different subsystems, designed
by other companies, were incorporated into the main helicopter model by
employing the NASTRAN general elements (GENEL). To better evaluate the
interaction between the basic structure and the subsystem, transient response
analysis due to gun firing forces and frequency response analysis due to the
rotor excitation were conducted by utilizing the results computed by the
normal mode analysis,

Separate set of values obtained from the analytical approach were found
to be in very good agreement, Harmonic analysis is being currently per-
formed using the time history output from the transient response analysis
to determine the {requency content,

DESCRIPTION OF THE MODEL

The Advanced Attack Helicopter consists of the fuselage, the wing and
the vertical tail, all composed of typical skin-stringer construction, The
horizontal stabilizer is 2 semimonocoque structure utilizing beaded skin
construction. The complete finite element model is shown in figure 1. This
consists primarily of simpler elements in NASTRAN library, This model
was divided into 10 primary superelements and three secondary {image)
superelements. Advantages of substructuring and its limitations were fully
considered in selecting this particular scheme of dividing up the model.
Figures 2 and 3 show a more detailed definition of a typical superelement
representation, Table I provides the element breakdown for each of the
superelements in the model. As can be seen, this is definitely not a small
model for dynamics, For the convenience of the users, table II shows the
various set sizes for each superelement,

The dynamic analysis is performed using the a-set points, which in the
superelerment concept is defined as the residual structure or superelement 0.
This structural model is a beam-like structure along the centerline of the
vehicle with appendages in the form of other heams and/or GENEL elements.
This residual structure is not a normal structure consisting of a-set points
but is connected to the other superelements by means of a unique set of rigid
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elements. This concept is given the name of "whilfletree, " further described
in the next section,

WHIFFLETREE CONCERPT

Dynamics analysis involves some form of technique to reduce the size of
problem from the si{:tics analysis model. Most people are very familiar with
the "stick''or beam or EI/GJ models and even loday are quite content using
those models, With NASTRAN users, Guyan reduction has become quite a
popular technique for achieving the smaller model. Whiffleiree concept uses
rigid elements or, more appropriately, MPCs for the same goal; namely,
the smaller model. MPC or the multipoint constraints can be used such that
the behavior of several grid/mass points is represented by one single grid/
mass or a scalar point,

Figure 4 shows a typical whiffletree arrangement for one of the bulkheads
in the AAH model. As can be seen, the point in the middle {(does not have to
be located there) is "connected” to the more important grid points on the bulk-
head using a general rigid element RBE3, This single point now represents
the average behavior of that complete bulkhead without any matrix reduction,
Continuing in this fashion the end product is a pseudo stick model that would
predict the dynamic characteristics of the complete structure., Figure 5
shows this model.

These points were all left in the residual or boundary structure and thus
they were in the a-set of each superelement. As a matter of 1act, the residual
structure consists of this kind of peints ounly, Because of this technique it was
possible to keep the size of a-set points well within control for high efficiency
while retaining in the solution the more complex behavior of the total structure.
Certainly MCE] and MCEZ2 modules are not that inexpensive but, compared
to the exponential cost increase of SMP1 and SMP2 modules, this approach
was found to be more cost-effective,

ALTERS FOR CONVENIENCE

One of the major tasks undertaken to complete this project consisted of
formulating an Alter to the Rigid Format so that the following three analyses
could be performed in the same run:

{a) Normal modes analysis with frequency
response,
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(b) Rotor impedance factors computation,
{c) Modal strain energy distribution,

All three alters are merged into one large alter to make it a production
tool, "Although it is not easy to keep up the alter compatible with the newer
versions of MSC/NASTRAN, successful transition was made [rom CDC 6600
Version 32 to IBM Version 38; and, presently, efforts are in progress for
adopting the alter to the latest IBM Version 46.

Natural Frequencies and Modes

As shown in table II, the total dynamic degrees of freedom (a-set) add
up to the matrix size of 177. Grid peints with dynamic degrees of freedom
(a-sect) are shown in table II. The modes are identified in somewhat arbitrary
manner by looking at the deformed shape of the structure in a particular mode
in conjunction with the computed mode shapes and strain energy distribution,
The isometric views of the deformed structure are shown in figures 6 and 7,

Rotor Impedance Factors

The rotor impedances are calculated from the relation

1 " 4’-2

rotor impedance i

where Cbi is the eigenvector at the main rotor head in the ith direction, and
are plotted in figure 8 as ¢i2 versus the significant modes in their relative
order of modal strength., The modes with the lowest impedance (i, e., the
highest inverse ratio) are most sensitive to rotor excitation.

Modal Strain Energy Distribution
The MSC/NASTRAN computer program with this alter has the capability
to compute and print out strain energy distribution in each flexible mode., This
is very helpful in identifying the critical parts of the structure for each mode,.
The program computes the strain energy in percentage form in each

superelement for the desired modes.
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The results are shown by MATRIX SPT in figure 9. The column number
identifies the mode number {e.g., col 7 means mode 7) and the rows | through
10 denote the corresponding superelements 1 through 10. The strain energy
in guperelement number zero is computed separately under MATRIX RPT;
however, it is included in figure 9 for convenience,

FREQUENCY AND TRANSIENT RESPONSE

Frequency Response

Alternating aerodynamic forces acting on rotfor blades and con the fuselage
and nonrotating parts of the vehicle are the major source of vibrations, Varia-
tions in these forces are periodic and all the steady alternating force inputs
to the rotor hub occur in even multiples of the rotating speed such as i{/rev
(1P), 2/rev (2P), 3/rev (3P), etc, However, only alternating forces and
moments which are integral multiples of the number of blades are transmitted
to the rotor hub, This helicopter has four-bladed rotor, therefore 4/reav,
8/rev, etc., are the only input to the hub. The 4/rev (4¢P} excitation forces
which are the major contributor to the input at the hub were considered for
this analysis, These excitation forces are obtained from DART (Dynamic
Analysis Research Tool) program for various forward speeds of the helicopter
and are multiplied by 4/rev response loads per unit excitation at rotor hub
{computed by NASTRAN PROGRAM)]) to obtain total response at crew, stabilized
sight and various other desired locations.

The effect of rotor speed variation on pilot and copilot station vibrations
assuming no change in rotor forces is shown in figures 10 and 11,
Transient Response
Transient response due to gun firing is computed at several locations,
such as crew stetions, stabilized sight and gun center of gravity. The input

impulse time history is shown in figure 12, and a typical response time
history in figure 13,

CONCLUSIONS

A large model for dynamic analysis has been successfully used for the
AAH project. Once again it is clear that NASTRAN is capable of solving a
rather complex analysis scheme in a production manner provided proper
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resources are put into planning and writing some interesting DMAPs, The
concept of MPCs and/or rigid elements is a very powerful tool that seems to
provide new answers to several old problems,
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TABLE I — VARIOUS ELEMENTS IN THE MODE].

—
Superclement
No.
! 2 3 4 5 & 7 a 9 10 0
Elemuent
Type

Bar 158 84 76 4 4 3B b 25 25 29 ib
Con Rod 660 372 b 1 i - 1 | ! - 31
Rod 122 108 224 4 44 - - - - 221 16
Shear 202 165 100 1o 10 - - - - e -
TRMEM 26 - B 5 E - - - - 2 -
QDMEMI b4 24 - - - - - 9 9 k¥ -
Con Ml - - - - - - - - - - 3
Con M2 - - - - - - - - - 123

TABLE Il — VARIOUS MATRICES IN THE MODEL

7
Superelement
No.
t 2 3 t 5 i 7 8 9 10 Q
Matrix
Size
Grid 363 211 140 37 37 50 7 27 27 145 145
n-set 2178 | 1266 840 222 224 300 42 162 162 870 870
m=gol 215 42 5. 30 30 60 0 68 68 134 356
f-sel 1210 774 511 95 95 240 36 68 68 430 648
o-set 940 492 97 59 59 186 24 56 56 382 471
a-set 270 282 114 36 36 54 12 12 12 48 177
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Figure 5. Complete Whiffletree Model

346



ORIGINAL PAGE IS
O POOR QUALITY

3 ORTHOGONAL VECTORS

~—

-

v
o .
\\Ll 4

Figure 6. First Vertical Mode

347



Figure 7. First Lateral Mode
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COMPARISON OF SEVERAL NASTRAN ANALYTICAL TECHNIQUES FOR LARGE STRUCTURES

David T. Zemer
Northrop Corporation

SUMMARY

In order to plan for the finite element structural analysis of future
aircraft at Northrop, five static analysis techniques using the MacNeal-
Schwendler Corporation version of NASTRAN are evaluated. The structure 1s
analyzed as:

l. A single model with a symmetric loading condition.
2. A single model with symmetric/unsymmetric loading conditions.

3. Three substructures in three phases using tape storage with a
symmetric loading conditien,

4. Three superelements using data base storage with a symmetric
Loading condition,

5. Three superelements using data base storage with cyclic symmetry
for symmetric/unsymmetric loading conditiens.

The superelement techniques prove superior to the single model approaches by
reducing computer time for redesign work by as much as 70 percent.

Job control errors are also substantially reduced by using the NASTRAN
data base in place of the tapes necessary in substructuring. The evaluation
indicates that the superelement methods are more productive than the single
model and substructure methods when a large amount of computer resources for
a stress analysis are required.

INTRODUCTION

Before scheduling a larse project using finice element apalysis, the
specific solution methods caosen must be thoroughly tested. This is true not
only for the analysis flow, which in the case of NASTRAN is the Direct Matrix
Abstraction Program (DMAP), but also for internal software restrictions and
data center hardware constraints.

Too often the analysis method selected is based upon small prototype

testing. This, coupled with an incomplete understanding of both the {inite
element program being used and the peculiarities of the computer system in «
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large solution environmeat, frequencly leads to:
{a) Deadlines con: srently missed.
(b) Complaints aga‘nst the finlte element program being used,

(c) The computer system "crashing” during excessively long compuker
vesidency.

{d) Computer runs terminated due to insufficient core or data base
space,

An effort was started in 1977 w'thin the NASTRAN group at Northrop to
evaluate these problem areas prlor to selecting a method of analysis for a
new aircraft project. A swall prototype model (Figure 1) and an actual pro-
duction model containing 9500 degrees of [reedom {(Figure 2) were selected
for evaluating the MSC supevelement capability. The results are comparead
here with previous results using a single model and substructure approaches.
Filve criteria for this comparison are:

(1) WNASTRAN software behavior.

(2) Hardware limitations.

{(3) CPU time for a preliminary analysis.
(4) CPU time for a redesign analysis.

(5) Total calendar time.

TESTING PROCEDURE

Realistic evaluation of the MSC/NASTRAN superelement analysis method is
made using a finite element model of the T-38 structure (wing, ceunter and
forward fuselages only). A comparison of the program response and the computer
system billing for this model was possible using results from previocus single
structure and substructure analyses.

Five different analyses over a one year period were made, then rerun with
a redesigned wing simulating a realistic production situation (Figure 3).

TESTS

(1-1a} Single Structure Analysis With One Set of Boundary Conditions

Ripgid Format 24 was used without any alters. Because this model, as with all
others, was symmetric about the x-axis, only the left hand side was idealized.
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Only symmetric loads were usged for this analysis whieh required one set of
boundary conditions along the x-axis. A redesigned wing was run from a cold
start.

(2-2a) Single Structure Analysis WiiLh Two Sets of Boundary Conditions

Rigid Format 24 with RF alter 24$13 allowed two sets of boundary conditions to
be stored. The redesigned wing was run as a cold start.

(3-3a) Substructure Analysis With One Ser of Boundary Conditions

Rigid Format 24 with KF alter 24$37 allows only one sct of boundary conditions.
Therefore, only a symmetric load case was run. DMAP's have been written to
work with two sets of boundary conditions by Sodha, Reference 1. lowever, due
to anticipation of the superelement cyclic symmetry capability, nv attempt was
made to duplicate this effort. The redesign was limited to and required only
reanalysis of the wing.

(4-4a} Superelement Analysis With One Set of Boundary Condltions

Rigld Format 48 was used in Version 38, but was replaced with DMAP1 in Version
46, As in the substructure analysis, symmetric loads were used and the rede-
sign test required only reanalysis of the wing and the residual structure.

(5-5a) Superelement Analysis Using Cyclic Symmetry

DMAP1C, Versdion 46, was used to allow the left hand side to be duplicated into
a right hand side, Reference 2. Symmetric and unsymmetric loadings were then
applied. Redesign of the wing necessitated only the reanalysis of that pau-
ticular structure,

TEST RESULTS

Flgures 4 and 5 show that the superelement/substructure methods for a
large analysis arve comparable to the single structuve {f only one solution is
vequired. However, the first analysis is usually not sufficient and requives
many iterations before a satisfactory solution is obtained., Under these cir-
cumstances the substructure/superelement method proves itself far superior,
requiring only one-third of the CPU time for a reanalysis using a new wing.
Not only does this reduce the billing time, but even wore important, this
increases the chances that the job will run before the computer malfunctions.

The superelement method uses a disk pack data base which reduces the mul-
titude of Job Control Language (JCL) cards necessary to rvun the substructure
analysis. This, in turn, reduces chances of waking errors when a large group
of engineers works on the same project. No NASTRAN errors were encountered
when using the superelement method; only a minor problem was found in the
estimation of space needed on the data base.



CONCLUSIONS

The superelement method will substantlally lower computer run times for
a large finlte elemeat analysis. This will decrease the job execution wall-
clock time, which will decrease the chances that the computer system will
malfunction before an analysis is finished., Tor structures which require a
large amount of computer resources and long execution time, the calendar Iime
to finish an analysis will also be reduced.

Simplification in Job Control Language, use of disk pack storage, and
future resource commitment to the superelement method strongly recommend this
technique to replace the single structure and substructure methods for any
future project.
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FIGURE 5 - COMPARISON OF NASTRAN COMPUTER
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A WASTRAN ANALYSTS OF A TOKAMAK VACUUM VESSEL USING INTERACTIVE GRAPHICS
by
Arthur Miller
Grummen Aerospace Corp.
and
Morris Badrian
EBASCO Services, Ine.

SUMMARY

A TAKOMAK Vacuum Vessel was analyzed using MSC/NASTRAN, Isoparametric quadri-
lateral and triangular elements were used to represent the Vacuum Vessel shell
structure, VFor toroidally symmetric loadings, MPCs were employed across model
boundaries and Rigid Format 2h4 was invoked, Un-symmetric loadings required the
use of the cyclic symmetry analysis available with Rigid Format k9. NASTRAN
served as an important analysis tool in the TOKAMAK design effort by providing
a reliable means for assessing structural integrity. Interactive graphies were
employed in the finite element model generation and in the post-processing of
resulbts. The suthors “eel that model generation and checkout with interactive

graphics reduced the modelling effort and debugging man-hours significantly.
INTRODUCTION

This paper presents the structural modelling method, analysis procedures and
results of a TOKAMAK Vacuum Vessel finite element aralysis. The analysis
described herein was required for the design-verification of the TOKAMAK
FUSION TEST REACTOR (TFTR; Vecuum Vessel. The TOKAMAK is a toroidal device
through which magnetic fields permeate to confine a plasma. The magneti«
fields are produced by strong electric currents on the order of 40,000 amperes
passing through both copper coils and the plasma. In the TOKAMAK, there are
two major maghetic fields: a toroidal field generated by current flowing in
the coils enveloping the torus, and a poloidal field generated by current flow-
ing through both the plasma and an.equilibrium field coil. By combining
toroidal and poleidal magnetic fields, the TOKAMAK achieves a higher level of

placma stabllity than has been realized in any previous magnetic-confinement
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systen, The increased plasma stability permits longer confinement times of
higher temperature plasmas. The TFTR will therefore come closer to meeting all
necessary conditions for a net production of fusion energy than any previous
magnetic fusion device. A basic function of the Vacuum Vessel is to provide
containmmnent of the hot (100 million degrees Celsius) Deuterium-Tritium plasma

while excluding the atmosphere.

SYMBOLS

Values are given in both SI and US Customary Units. Caleulations were made in

US Customary Units,

' Bending stress, psi (MPa)

fnex Maximum combined stress, psi (MPa)

i Membrane stress, psi (MPa)

Ty In-plane shear stress, psi (MPa)

T Circumferential (toroidal) membrane load, 1b/in. {(N/m)
Fy Meridional membrane load, 1b/in. (N/m)

Fyy In-plane membrane shear load, 1lb/in. {N/m)

Qx Pransverse shear load {causing My bending), L1b/in. (N/m)
Mx Circwnferentiel (toroidal) bending load, in 1b/in. (N-m/m)
My Meridional bending load, in. 1b/in. (N-m/m)

Uy Transverse shear stress, psi (MPa)

£ Material Thickness, in. (m)

THE TOKAMAK VACUUM VESSEL

The Vacuum Vessel (Fig. 1) is essentially a large doughnut-shaped vessel (or
torus} composed of ten stainless steel segments joined at ten parting planes.
Each segment contains five intersecting cylinde:rs (three pie sections and two
bellows cases) as shown in the plan view (Fig. 2), The dismetral centerline

of each cylindrical section intersects the vertical axis of symmetry of the
machine. Six of ithe segments include a Weutral Beam Injection Duct, as shown in
Figure 1. (The purpose of the Neutral Beam Injection Duct is to produce high-

energy Deuterium atoms and to inject them into a megnetically-confianed Tritium
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plasma causing Deuterium~Tritium fusion reactions to occur.) Each segment is
supported at both a radially inboard and a radially outboard location. Inboard

supports supply essentially vertical restraint, supporting approximately 1/3 of
the deadweight of the Vacuum Vessel. Outboard supports allow free radially
inward displacement while restraining radially outward, toroidal and vertical

motion.

FINITE ELEMENT TDEALIZATION

Two models of Vacuum Vessel segments have been developed which span from part-
ing plane to parting plane. A derivative of the non-Neutral Beam Injection
Duct model was also created for analysis of anti-symmetric loading. The first
model, shown in Figure 3, contains detailed features such as diagnostic and
access port extensions, non-structural port covers, the parting plane (P/P)
weld thickness with its stiffening rings, the plasma limiter support structure,
ple bellows-case (P/B) stiffening rings, and the inboard and ocutboard supports.
QUADY and TRIA3 isoparametric plate bending elements were used for the shell
idealization. (These elements were chosen because they provide superior
results with fewer elements. The results of element test problems carried out
by MSC (Ref. 1) has shown that the accuracy of the QUADL element is effec:ively
independent of the aspect ratio.) Beam elemen.s were used to simulate the
stiffening rings at the P/B intersections, and those adjacent to the parting
plane. These element types were alsc used to idealize the Vacuum Vessel sup-
ports and flanges at the ends of the port extensions. Rod elements were used
to model the protrusions at the port-shell intersections. Continuity of the
finite element model across structural interfaces (viz. at the P/B intersec-
tions, parting plane/ring intersections and at the vessel support connections)
was achieved by means of rigid-bar and rigid-triangular elements. The second
model as shown in Figures L und 5, is essentially the same as the first éxbept
for the inclusion of a Neutral Beam Injection Duct. Each model consisted cf

approximately 1900 nodes with 6 DOF at each node.
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MODEL GENERATION WITH INTERACTIVE GRAPHICS

The interactive display feature of Control Data's UNISTRUC program facilitated
the modelling of the numerous penetrations, eccentricities and extensions
which comprise more than 60% of the total model. In order to develop this
geometrically complex CTinite element idealization it was necessery to employ
several pre-processors. (The sequence of steps emplayed in the model genera-
tion which are described below are schematically depicted in Figwe 6.) First,
a FORTRAN program was written to geometrically outline the woundaries of major
individual structural components. The results of this program were input into
UNISTRUC in terms of "lines" and "points". The boundary interiors were then

meshed by employing UNISTRUC's generic element library (Ref. 2).

In addition to nodes and elements, loads, materisl properties and physical
properties were defined and graphically reviewed through UNISTRUC., This
information was written to a "Neutral Input File" in an application-independent
format. Inputting this file to the "NASTRAN Input-File Translator" resulted in
a file containing properly formatted Executive Control, Case Control and Bulk
Data cerd imeges. To take advantage of more recent NASTRAN features which are
not currently compatible with UNISTRUC {e.g. rigid elements) it was necessary
to edit the card images. This was accomplished through the use of the INTERCOM
intersctive editing feature of Control Data's Scope 3.1 Opersting System (Ref.
3). Model bandwidth optimization and SEQGP card generation was accomplished by
a stand-alone optimizer residing on a linked mainframe, and subsequently
merged, bthrough INTERCOM, with the NASTRAN Bulk Dbata.

LOADINGS

The TFTR is subjected to several different loading combinrations. These com-
binations include the Normal Operating Condition, Bakeoul, Discharge Cleaning,
Plasme Disruption, Seismic and Coil Short—circuiting. As of this writing the
Vacuum Vessel has been analyzed for the severe conditions associated with a
Plasma Disruption. A Plesma Disruption loading consists of electromagnetic
centering forces, electromagnetic pressure and electromagnetically-induced

toroidal and racking forces on the bellows case rings in addition to the
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deadweight of the Vesgsel, and external pressurization. For the sake of
brevity, this paper will only present results related to the gravity and

pressurization subcase,

ANALYSIS PROCEDURE

Due to budgetary constraints it was decided early in the program not to model
the entire torus structure. Instead, individual models consisted of a single
segment type with boundary conditions selected so as to simulate a complete
torus. Analysis with smaller models had shown that results of sufficient
accuracy would be obtained with this idealization. Forxr torcidally symmetric
loadings, the most efficient analysis technique was to employ MPCs across the
boundaries of the selected segment type and invoke Rigid Format 2k. Unsym-
metric loadings required the use of the more expensive Cyclic Symmetry Analysis
available in Rigid Formet 49, (A Cyclic Symmetrie run with a harmonic index of
five was found to require twice the CPU time and 3.5 times the I/0 as compared
to the MPC'd boundary model.) Based on the economic and technical rescurces
available, it was decided to perform the analyses on a second mainframe con-
taining the MSC/NASTRAN Version %0 operating under the Network Operating

System/Batch Environment.

ANALYSIS RESULTS

The resulting significant internal membrane and bending force distributions are
depicted in Figures 7 through 10. Continuity of the curves was obtained by
smoothing the computer-~output values at element centroids. In regions of load
and/or structural discontinuity, the results were extrapolated to the edges of
the Tinite elements under consideration. These results were checked, vhere
feasible, by utilizing equilibrium and compatibility relationships, thus
maximizing the information yielded by the analysié. Post processing of the
results would have been mcre expeditious had an option been available in
NASTRAN to print out element internal load intensities (Mx, My, Nx, Ny, Nxy,
Qx, Qv) at the element corners in addition to the element centroid. This
feature would more clearly define internal load gradients, Had this option been

available,much of the time expended in manually smoothing and extrapolating the
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results would have been saved, Migures T and 8 present the critical internal
loads below the torus'! horizontal -xis of symmetry, specificelly at the follow-
ing critical locations: +the maximum pie/bellows interface eccentricities and
at the connection of the outhoerd supports to the torus., Figures 9 and 10 each
present the internal loads along a meridian. PFigure 9 depicts the axial and
bending loads along the centerline of pie 2, while Figure 10 depicts the loads
in the parting plane weld.

The relationship between the internal loads and the resulting stresses is es
follows:

F 6M
£ =75 +f =%+ ¥
max m b o
t t combined membrane and bending
P 6M stresses
¥y ¥
—
or - 2
T t t
fxy = -—%?L In-plane shear stress
Qx
qx = — Transverse shear stress
where t = .5 inches (.0127 meters) applicable to Figures 7 thru 9

t

.312 inches (.00792 meters) applicable to Figure 10, parting
plane weld

An inspection of the results indicates that the critical stresses occur it the

following Vacuum Vessel locations:

-In Pies 1 and 2, at the maximum pie/bellows interface eccentricities,

Figure T.
£x - x . o4, . =900 _ 6 x kW50 _ -12,620 psi
max % 2 .5 2 (-86.874 MPa)
t (.5)
-In Pie 2, at the diagnostic port-shell intersection, Section A-A,
Figure 8.
rx . Me  _hsoo 6 x 100 _ -11,400 psi
fx = + = - = ( 8 6 )
max ) o ~73.6 MPa
E v 2 (.5)
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- In Pie 2, at the Aiagnostic port-shell intersection, FPigure 9.
6M
y ~-2500 6 x 130 _ -~8120 psi

- " (-55.9 MPa)
.5 (.5)2

In the parting plane weld region, Figure 10, the Mx bending results are in-

Ly
ey = ——
max t +2

creased by 20% to account for moment peaking at the intersection of the 5/16
inch (.00794 meters) weld with the P/P stiffening ring:

6M .
fxmax . Fx + 1.2 x . =150 _ 1.2 6 x 100 - E?ggosgsﬁpa)
t £2 .312 (,312)2 21
DEFLECTIONS

Grid point displacements, element foreas and stress were output to the NASTRAN
UT1 file by appropriate DMAP instructions generated by UNISTRUC. The contents
of the UTl file were transforued by means of the UNISTRUC file transiator for
compatibility wit’ e UNIBSTRUC system, thus making interactive display of the
results possible., Displays of the deflected shapes of major structural
components appear in Figures 11 thru 16. A maximum deflection of .037 inches

(0.0009k meters) occured at the intersection of the outside edge of the
diagnostic port and the shell on Pie 2 as shown in Figure 1h.

CONCILUSIONS

NASTRAN proved to be a valuable analysis tool for the design-verification of a
TFTR Vacuum Vessel, Furthermore, it was found that analysis of a 1/10 segment
of e structure with Rotational Cyclic Symmetry (K = 5) and non-symmetrical
loading was approximately 2 1/2 times more costly than for a symmetrically

loaded model of the same Tundamental region with MPCs across the boundaries.

The use of interactive graphics in both the pre and post-processing modes was
found to be an indispensible tool when dealing with complex three-dimensional

models.
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Figure 2 TFTR Vacuum Vessel - Finite Element Model, Plan View
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Figure 3 TFTR Vacuum Vessel - Finite Element Model, Isometric View
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ACCURACY OF RESULTS WITH NASTRAN MODAL SYNTHEGSIS

D. N. Herting
Universal Analytics, Inc.

SUMMARY

A new method for component mode synthesis has been developed for installa-
tion in NASTRAN Level 17.5. An introduction and summary of the method was
presented at the 1977 NASTRAN Colloquium [Ref. 1], but actual results were
unavailable at that time. This paper serves as a continuation to Reference 1
by presenting results obtained from the new methoe and comparing these re-
sults with existing modal synthesis methods.

INTRODUCTION

The modal synthesis system developed by Universal Analytics, Inc. (UAL) for
NASTRAN is a new development which provides for the benefits imherent in
existing methods but eliminates the restrictisns and computational drawbacks
associated with other methods. In Reference 1 it was postulated that the new
method was sufflciently general to duplicate the results of other, more re-
stricted, methods simply by choosing different types of normal medes or
vector recovery procedures. The test problems described herein have been
selected for direct comparison with other published results. The goal of
this effort was to determine the relative accuracy of the UAI method with its
different options.

The use of structural modes as generalized degrees of freedom in dynamic models
priginated in the analog computer field where structures were combined with
aeroelastic and control system models. The first applications to digital com-
puters were simple extensions of the analog techniques. This so-called clas-
sical approach proved both highly restrictive and limited in accuracy. Many
different approaches have been developed in recent years having increased
accuracy and more generality in solving large-order structure dynamics pro-
blems.

Although the previous methods used in component mode synthesis vary consider-
ably in both approach and application, they may be grouped into two distinct
categories. The first category contains all of the methods using a Rayleigh-
Ritz approach in which the componeént degrees of freedom represent the deflec-
tions of normal modes and static deflection shapes. The second category
contains methods in which the component degrees of freedom are actual
physical displacements plus a set of modal coordinates. Here, the classical
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method has been improved by adding flexibility coefficients to the matrices to
account for the effects of a truncated set of modes.

The theoretical development of the NASTRAN modalsynthesis system 1s being
issued in Reference 2, the Level 17.5 Theoretical Manual. In this develop-
ment the "residual flexibility" approach is used as a starting point but the
end results become very similar to the Rayleigh-Ritz approach. The new
method, in effect, is related to both categories of modal synthesis and shows
that the differences between chem are more related to computational proce-
dures than in theoretical basis.

The two test problems described below were selected for comparison with several
advanced mode synthesls methods. The problems alse provide a comparison of

the various options that will be available in the NASTRAN system which are
summarized below:

1. The boundary conditions used to obtain component modes are not restricted.
Free, constrained, and partially free modes may be used,

2. TImertia relief displacement shape functions may be included as degregs of
freedom as a user option. These provide for exact static response of
free bodies and more accuracy for low frequency response.

3. In the vector recovery process, after a system solution has been obtained,
a '"'mode acceleration" procedure which calculates "Improved" displace-
ments is available.

4. A full set of error check procedures are available to assess the acturacy
of the results. These include printout of the equilibrium forces, energy
checks of truncated modes, and direct evaluation of the participation of
the modal coordinates.

The test problems and their results are summarized below, followed by a
summary of the conclusions which follow from the evaluation of the tests.

NOMENCLATURE

- Physical Displacement

~ Guyan Reduction Transformation Matrix
- Stiffness Matrix

Mass Matrix

- Length

e 2 AR O
|

- Spacial Coordinates

— Xinetic Energy

< 3
t

Potential Energy
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£ - Brvor Ratio

£ - Generalized Displacement of a Mode
p ~ Density

¢ - Eilgenvector

w - Radian Frequency

EXACT ROD PROBLEM

A convenient test problem for wodal synthesis evaluation was used by Rubin
{Ref. 3] te compare various methods, including his own new method. The prob-
lem, 1llustrated in Tigure 1 consists of a single rod with extenslonal motion.
Rather than solve the problem with finite elements, a set of closed form in-
tegral solutions may be used to obtaln the modal synthesis matrix coefficilents.
In effect, the results willl simulate a problem with an infinite number of
alements. This procedure will elminate the finite element errors and will
allow analysis of errors resulting only from the modal synthesis formulation.

The prablem solved by Rubln uses the free-free modes of the rod to fomulate
a component mode substructure. The solution matrix is then constrained to
obtain cantilever modes. If the end degree of freedom were included in the
notmal Formulation 1t could be attached to another structure directly. The
errors in the results will occur because the sine wave solutlons for the
cantilever rod must be approximated by the dissimilar cosine waves of the

free rod.
In the UAT method, the displacement shapes are

Static Displacements

N LT W
Inertial Relief:
ui(x) = Lk -1 [M + M G] ¢ £
2 il ib ii 0o
2 2
- (X )k (2)
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Normal dModes:

w G = by - Gy JE
- TRx = .
= ( cos —g l) Ek k 1,2,...@ (3)

After normalizing the unlts, the total displacement at any point on the rod is:

ulx) = + 1 X - 53 E + EE: cos Thx 1) E (4)
S T 28/ % T " T T Y

Instead of performing matrix transformations the stiffness, [K], and mass, [M],
matrices are obtained using the TLa Grange formulation which states:

2
d 3 T
M,, = == irei— (5)
i3 dt quaqj
2
37V
d = b6
an Kij 3qia qj ]ql = Ul,gos El L ’ ( )
where the potential energy, V, and the kinetic energy, T, are:
v = 4 EA {3u 2 ax (7)
2 ox
L
T o= J 2 ofax (8)
o}

After evaluating the integrals, the stiffness matrix produced by the new
method is:
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0 0 0 0 0
1 -1 -1 -l
3 3 3 3
fixd 0 0
2
EA
(K] = 3
% b 0 3
2
sym 9“2
2\
Y
\\
*(em)
i 2
The mass matrix is:
-y —1 -
1 3 -1 -1 -1
-1 2 (1 l) (1 1 ) (1 1 )
= = -lsr =) o 2= - 2+——
3 15 3 “_2 3 4“2 3 (kﬂ)z
[(M] = PAL 3 L L (10)
5
3
b ‘2 '-I

Since the first row corresponds to the displacement at x = 0, the boundary

constraint, u, = 0, requires that the first row and column be deleted for
calculation “of the cantilever modes.

The results of the modal solution ave the frequencies w, and generalized dis-

i
placements goi, gki’ k=1, 2 ... . The actual mode shapes may be obtained

from equation (4). However, a mode acceleration method (UIMPROVE) available
in NASTRAN and also used by Rubin will enhance the vectors, Transforming
the matrix equations into equivalent integrals results in the equation:



X )
P(x) = u(0) + j [% J - ﬁ(x)dx] dx (11}
o

X

where u(x) is obtained by multiplying the displacement u(x) in Equation (4)
by -m%. This results in the mode shape:

-2
M [E ~«§ + —k 5 (1 - cosﬂkQ)J Ek (12)

where x = x/% is used For simplicity.

The exact solutions for the cantilever rod problem modal frequenciles are:

(2n_ - Liw /‘j_':l_
P

Wax = 2% 13
The exact mode shapes are:
_ (2n - L)ux '
¢ex = sine 7T (14)

The calculated natural frequencies for the synthesized system produce an error
ratio g, defined by the equation:

w - mEX
. - (15)
ex

(3]
]

The resulting errors in natural frequency are tabulated in Table 1. These
errors match Rubins results for his method exactly. HNote that, except for
the single degree of freedom problem, the error in the last mode for any

matrix size is nearly constant and that the convergence rate for a given
order matrix is nearly uniform,

An order of magnitude fit of the frequency errors is produced by the equation:

€n v 0.01 2,2 3 {16)
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where Wy, is the frequency of the lowest truncated mode shape. The equation

is not accurate [or the lower modeg of the large order matrices due to compu-
ter round-off, Single precision arithmetic produced numerical errors of the

order 107",
The RMS errors for the calculated elgenvectors are shown 1in Table 2 for the

same order synthesized matrices. Both first and second methods for calecu-
lating the vectors were used. The equations used for the vector errors are:

1 1 1 2
% T 3 */;J () = By dx (7)

max o

[
and Ei = %- V/(% [ (¢2 _ ¢ex)2dx (18)

max o]

Both vectors were normalized to unit modal mass,

Note rhat the improved displacement calculations(¢2) praduce much better re-

sults when the first order errors are between 10_2 and 10—6.

In other words, a good first approximation will produce a better improved so-
lution. A poor first solution, such as the last mode in a set, will result
In little improvement. A nearly exact first solution will not improve due

to numerical round-off.

The results of ihis test are nearly identical te Rubin's [Ref. 3] results
for his method. The frequency errors fall exactly on the published curves.
The displacement ervors for the UAIL method appear to be better than Rubin's
results. However it 1s suspected that differences in numerical procedures
produced these changes. Also the first order displacement results compare
with the referenced results for the modified Bamford method used in Ref-
erence 3.
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TWO COMPONENT TRUSS PROBLEM

This problem has nearly beccme a standard for the evaluation of modal syn-
thesis methods. It has been used in References 4, 5, and others for com-
parison between different formulations and procedures. A large quantity
of dara 1s available for validation of any new method. The basic problem,
shown in Figure 2, consists of two truss substructures. Each gubstructure
is reduced to its normal modes plus any additional shape functions used by
a partlcular method. The trusses are combined at the three common grid
points and the unconstrained modes of the combination are obtained.

This problem was solved directly on the UAXlmodal synthesis system implemented
on L16 NASTRAN. Several different options and matrix sizes were tested. The
parameters of the test cases are shown in Table 3. The matrix sizes were
chosen tn provide direct comparison with the results in Reference 4.

The results were compared with a single-structure NASTRAN execution to obtain
the percentage errors of the frequencies. These errors are shown in Tables 4
and 5 along with results from Hintz [Ref. 4]. 1In all cases an excellent cor-
relation was obtained between the NASTRAN results and the results of the
equivalent formulations used by Hintz The only deviation occurred when the
errors became too small te caleulate when the NASTRAN printout truncated the
difference in results. In each case the results are not shown where the
eipgenvector became unrecognizable and/or the natural frequencies changed in
sequence.

It is dmportant to note that the cases using free component modes, with no
inertia rellef effects, produced very poor results. This 1s due to the fact
that the free modes approximate half waves while the cantilever modes appro-
ximate quarter waves. The shapes of the first modes of the combination
apparently are difficult to approximate by a set of higher order shapes.

The inertia relief shapes supply these smooth functions. Their contribution
is most significant in the lower frequency modes.

Also indicated in the tables, by dashed lines, are the lowest truncated fre-
quencies for the component modes used in the analysis. The results indicate
that in the inertia relief cases, this frequency 1s a geod indication of the
limit for valid resuvlts. When only normal and constraining modes are used,
this frequency has some significance, but does not indicate possible errors
due to poor approximation of the actual mode shapes.

As a further check the problem was executed using 36 elastic degrees of free-
dom (case 9). This case also correlated with the Reference 4 results,

having 29 modes with a frequency error of less than 5%. MNearly all of the
first 15 modes were calculated to values exXact to the last digit of the print-
out. However this case should not be considered 2% a tvypical example since
only 60 degrees of freedom existed in the original structure. The typical
application of modal synthesis would result in a matrix size with a much
smaller fraction of the original matrix size.
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CONCLUSIONS

As was postulated in Reference 1, the new modal synthesis method to be avail-
able in NASTRAN is capable of simulating the results and accuracy of any of
the current state-of-~the-art modal synthasis methods., The differences in the
results occur from selecting different types of component modes and types of
solution vector recovery processing. Furthermore, it was cbserved from these
tests that the frequencies of the truncated component normal modes are a
glgnificant indicator of the upper limit of valid combination modes.

Although the new system provides accuracies equal to or better than any other
advanced method, it also eliminates the restvictions that are imposed by the
other [ormulations. The UAT method does not require unconstralined modes
required by the Rubin and McNeal [Ref. 6] formulations. The method conven-
lently uses the actual boundary grid points as degrees of freedom (as in the
Rubin and MacMNeal methods) as op 1sed to the conventional Raylejgh-Ritz
methods, in which an actual bounaary displacement coordinate must be expressed
as a combinatlion of mode displacements. Furthermore, it allows any choice of
mode shapes, including modes fixed at non-boundavy points, partially free
nodes, and user supplied vectors.

The results for both test problew . indicate that the inertia relief option
is recommended for most cases. The number of calculations to obtain these
shape functions is small relative to the modal calculations. A maximum

of six extra degrees of freedom per component are added te the system.
Regsults from the second test problem indicate that one should not replace
modal coordinates with the inertla relief cowponents since this will lower
the effective frequency range.

The use of the '"improved displacement" options in the solution vector re-
covely process appears to be less dramatic in its effectiveness., This option
will be most effective when the first order vectors .re reasonably valid and
accurate stress data are required.
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TABLE 1. MODE FREQUENCY ERRORS, €W, VERSUS
MATRIX ORDER - FREE ROD PROBLEM

\ODE MATRIX ORDER
NO. 1 2 3 4 6 8 12
1 6.6-3  9.5-5  8.5-6  1.21-6 6.1 -7 5.5 -6 3.0-6
2 3.1~2  1.1-3  1.88=4  1.78-5  -1.21-6  =2,1-5
3 bo4=2 2.4 =3 1.73~4 3.4 -5 =2,1-5
4 5.2 ~2  B.9 -4 1,5 ~4  -3,3-5
5 4.1 =3 5.1 <4 =2.9-5
6 5.9 -2 1.5 =3 =4.4=6
7 4.8 -3 7.4-5
8 6.2 -2 2,84
9 7.5-4
10 1.8-3
11 4.8~3
12 5.9-2
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TABLE 2.

MATRIX ORDER -~ FREE ROD PROBLEM

EIGENVECTOR RMS ERRORS VERSUS

MODE MATRIX ORDER
NO. 1 2 3 4 6 8 12

1 1.31-2 3.18-5 3.06-6 6.16~7 1.81~7 1.35-7 2.23-7

(2.69=2)* (4.70-4) (9.76-5) (3.25-5) (6.97-6)  (2.32-6) (6.52-7)

2 9,81-3 1.03~3 1.66~5 1.87-5 g,71~6 5.00-6

(2.78-2) (3.79-3) (1.05-3) (2.01-4) (6.72-5) (1.25-5)

3 2.15-2 3.36-3 2.16-4 5,44-5 5,50-5

(4.30-2) (7.81-3) (1.11-3) (3.27-4) (6.00-5)

4 3.19-2 1.65-3 2.77-4 1.11-4

(5.37-2) (4.10-3) (1.039-3) (1.73-4)

5 9.19-3 1.12-3 2.04-4

(1.51~2) (2.76-3) (4.05-4)

6 4.79-2 4.06-3 5. 46-4

(6.79-2) (8.91-3) (8.34-4)

7 1.56-2 9.55-4

(2.12-2  (1.62-3)

8 E 6.01-2 2.01-3

() (1.34-2) (3.06-2)

9 3.96~3

(5.96-3)

10 9.12-3

(1.21~2)

11 i 2.46-2

(2.93-2)

12 7.57-2

(8.20-2)

*( ) without UIMPROVE
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TABLE 3.

TEST CASE PARAMETERS

FOR THE TWG COMPONENT TRUSS PROBLEMS

CASE NUMBER'OF NUMBER OF TNERTIA TYPE OF Eﬁiggtc

MODAL COORDINATES RELIEF COORDINATES COMPONENT MODE DOF
1 9 0 Free 12
2 3 G Free 12
3 17 0 Free 20
!l 11 6 Free 20
5 Y 0 Cantilever 12
6 3 6 Cantilever 12
7 17 0 Cantilever 20
8 Ll 6 Cantilever 20
9 27 6 Cantilever 36
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TABLE 4.

PERCENT FREQUENCY ERRORS WITH 12 ELASTIC DEGREES OF FREEDOM

TWO COMPONENT TRUSS PROBLEM

NASTRAN CASE REF. 4 RESULLS
ELASTIC
MODE 1 2 5 6 Frea Cant
NO. Free Free Cant. Cant. JT.R Hurty /T ﬁ
Mudes w/I.R. Modes w/I.R., | ¥/ ™% Wi R,
1 24,27 .006 0Ll .00039 .006 .011 .00067
2 3.28 .021 .013 ;124, .019 .013 . 187
3 10.41 ,737 .031 . 137 074% .031 743
4 4.51 147 .150 2,93 .150 155 2.94
5 2.47 1.82  .197 10.83 | 1.68  .190 10.3
6 4.50  0.45 184 17.06 6.55 .184  16.9
7 1.00 16.02 6£.49 16.8 7.39
8 45,87 6.44
9 0.75 L
10 indicates freq. of
first truncated
11 mode

*Suspected typo error
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TABLE 5. PERCENT FREQUENLCY ERRORS WITH 20 ELASTIC DEGREES OF FREEDOM
TWO COMPONENT TRUSS PROBLEM

‘ NASTRAN CASE REF. 4 RESUTTS
ELAST}C
I‘.;IOOD-L Fr3ee Fr&ee Ca;t . Cagt . free Fc?i:rntg. Cant.
Modes w/I.R. Modes w/I.R. w/I.R. Modes) w/T.R.

1 §8.92 .00034 .00043 ,00034 .000017 .00074 9x10~?
2 1.21 .00902 .0017 0 .000061 .0018 3x10—6
3 7.67 .0135 .0098 .0061 .0138 .0096 .00584
4 1.08 .00023 .00906 .00002 .00024 .0092 .00002
5 6.00 .00083 .033 0 .00081. .034 L0014
6 0.85 .0020 .0098 .00060 .0020 .0103 .00054
7 0.6l .080 .947 .268 .083 .941 264
3] 1.58 .0071 122 .021 .0068 117 .018
9 .084 .00098 .59 .54 .00053 .80 .69

10 .030 .0041 .36 .40 . 0045 .20 .25

11 .90 .021 .33 _.98_ .022 .30 1.03
12 3.30 .428 .49 12.3 .134 .28 11.1
13 {4.01 5.35_ .16 5.33 .14

14 244 7,87 .77 7.15 .72

15 1.10 2.37 2.63

16 -.59 12.15 11.4

17 |89 .

<::I;;:;ﬂtes freq. of
first truncated made
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ON THE APPEND AND CONTINUE FEATURES IN NASTRAN

P. R. Pamidi
Computer Sciences Corporation

SUMMARY

This paper describes two very important and useful features available in
Level 17.0 version of NASTRAN. The first one js the APPEND feature which is
applicable in the case of real eigenvalue analysis. This feature permits the
addition of new eigenvalues and eigenvectors to those already computed in a
previously checkpointed run without re-executing the entire problem. The second
feature is the CONTINUE feature which is applicabie in the case of transient
analysis of coupled equations. This feature enables the integration of coupled
equations to be continued beyond the last (or from any earlier intermediate)
output time for which the solution was obtained in a previously checkpointed
run (without re-executing the entire problem). The paper illustrates the use
of these two features hy suitable examples.

INTRODUCTION

The checkpoint/restart feature available in NASTRAN is a very useful capa-
bility that permits the restarting of previously checkpointed runs without
re-executing the entire problem. The modules that need to be executed on re-
start are determined by the nature of modifications made to the checkpointed
data by the user upon restart. Depending on these modifications, four types
of restarts may be identified. These are the Unmodified Restart, Modified
Restart, Rigid Format Switch and Pseudo Modified Restart. The details of these
restarts are discussed in Reference 1. It is to be noted, however, that the
user does not explicitly specify the type of restart, It is implied and auto-
matically determined by the changes made to the NASTRAN data deck upon restart.

It is important to note that a restart only determines the modules that
need to be executed during the current run. A restart does not, in general,
affect the logic of execution within a given module. There are, however, two
important exceptions to this. These are the APPIND and CONTINUE features
available in Level 17.0 version of NASTRAN. Thesz are discussed in detail in
the following sections.

THE APPEND FEATURE

In real eigenvalue analysis, it is frequently necessary to add new eigen-
values and eigenvectors to those already computed in a previous run. The APPEND
feature available in Level 17.0 version of NASTRAN makes it possible to do this
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without re-executing the entire problem., It is available only when using the
Inverse Power, Determinant and Tridiagonal Reduction (FEER) methods of eigenvalue
extraction in Rigid Formats 3, 10, 11, 12, 13 and 15 (Displacement approach) and
in Rigids Formats 10 and 11 (Aeroelastic approach). This feature is particular-
ly valuable in the case of large order eigenvalue problems.

In-order to use the APPEND feature, the user first requests a checkpoint
of an eigenvalue problem employing one of the three above-mentioned methods of
eigenvalue extraction. This run can terminate for any reason so long as the
READ (Real Eigenvalue Analysis-Displacement approach) module finds at least
one eigenvalue and one eigenvector and the LAMA {eigenvalue) and PHIA (eigen-
vector) files are successfully checkpointed., The READ module also sets the
parameter NEIGY to be equal to the number of eigenvalues and eigenvectors
found on this checkpoint run.

The user then restarts and activates the APPEND feature by changing either
the METHAD card in the Case Control Deck and/or the EIGR card in the Bulk Data
Deck so as to force the re-execution of the READ module. The method of eigen-
value extraction used in the restart need not be the same as that used in the
checkpoint run, but the structural model and the constraint data must be the
same. Also, the user must ensure that the range of eigenvalues specified on
the EIGR Bulk Data card for the restart does not include the eigenvalues that
have previously been found and checkpointed. It is Teft to the user to satisfy
this requirement. The program does not check for this condition.

The APPEND teature causes the READ module to retrieve the eigenvaiues and
eigenvectors from the previously checkpointed LAMA and PHIA files, respectively,
(this retrieval is done in subroutine READ7 within the READ module; the number
of eigenvalues and eigenvectors retrieved is indicated by a user information
message) and to subsequently combine them with the newly computed results.

This is shown schematically by the flow diagram in Figure 1. The eigenvalues
and eigenvectors output by the restart include those previously checkpointed.
Also, the resulting eigenvectors are normalized according to the method of
normalization specified in the restart.

In certain cases of restart, the user may not be interested in retrieving
all the NEIGV eigenvalues and eigenvectors found on a checkpoint run. In such
cases, the user may retrieve only the first n (n < HEIGV) eigenvalues and eigen-
vectors from the LAMA and PHIA files, respectively, by resetting the parameter
NEIGV in the restart to be equal to n (this capability is not available in
Level 17.0, but will be in Level 17.5.) by means of a PARAM statement just
before the READ moduie in the DMAP sequence. This is done by means of a DMAP
alter in the Executive Control Deck of the restart.

THE CONTINUE FEATURE

In transient analysis, it is frequently necessary to continue the integra-
tion of the coupled equations beyond the Tast (or from any earlier intermediate)
output time for which the solution was obtained in a previous run. Thus, the
initial time for the new run is to be a specified output time of the previous
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run. Also, the displacements, velocities and accelerations corresponding to the
specified output time of the previous run are to be used as the initial condi-
tions for the new run. The CONTINUE feature available in Level 17.0 version of
NASTRAN makes it possible to do this without re-executing the entire problem.

It is available In both Rigid Formats 9 and 12 (Displacement approach). This
feature can be particularly valuable in the case of large order transient analy-
sis problems involving extended integrations.

In order to use the CONTINUE feature, the user first requests a checkpoint
of a coupled transient analysis problem in the normal manner. This run can
terminate for any reason so long as the TRD (Transient Analysis-Displacement
approach) module computes the solution for at least one output time and the
UDVT (displacement-velocity-acceleration} file is successfully checkpointed.
The T@L (1ist of output times) file would have been previously checkpointed
subsequent to the execution of the TRLG (Transient Load Generator) module.

The TRD module also sets the parameter NCAL to be equal to the number of output
time steps (which is also equal to one-third the number of columns in the UDVT
matrix) in the checkpoint run.

The user then restarts and activates the CONTINUE feature by changing any
one or more of several cards either in the Case Control Deck (DL@AD, N@NLINEAR,
TSTEP cards) and/or in the Bulk Data Deck (TSTEP, DAREA, DLPAD, F@RCE, etc.)
that define wither the dyramic loading and/or the time step selection. This
forces the re-execution of both the TRLG and TRD modules. The dynamic toading
and/or the time step selection in the restart need not be the same as that used
in the checkpoint run, but the structural model and the constraint data must
be the same. _

The CONTINUE feature causes the integration of the coupled eguations to
continue from a specific initial time. For normal restarts (in which the
checkpointed value of the parameter NC@L is automatically used), this initial
time is the last output time of the checkpoint run. However, in certain cases,
the user may wish to restart the integration from an intermediate (rather than
from the last) output time of the checkpoint run. In such cases, the user
should reset the parameter NCPL to correspond to the desired intermediate out-
put time by means of a PARAM statement just before the TRLG module in the DMAP
sequence. This is done by means of a DMAP alter in the Executive Control Deck
of the restart.

The output of the restart does not include the solutions of the checkpoint
run, but only those solutions that are computed by the restart. Also, any ini-
tial conditions specified in the restart data are ignored since the sclution is
continued by using the displacements, velocities and accelerations corresponding
to the spegified output time of the checkpoint run as initial conditions for
the restart.

The first displacement {u]} of the restart (or CONTINUEd run) is given by

[D] fug} = % {P_y # Py + Ph o+ Ny + [C] fu} + [E] fu_y3 (1)
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where the matrices [0], [C] and [E] are given by

[0] = ( [ + [B]+3 m) , (2)
At?
[c] = (——2— [m-g—m) , (3)
At
and [E] = [ [M] + — [B] - EK]] : (4)
A2 20t
and Pyt = [KT {u,} + [B] {&n} + M) (U, (5)
uq} = fugy - At {0} + S5 {u b, (6)
thqb= {u}-{u}ras (7)
Py} = [MI U} + [BY {U_y» + [KT Qw3 . (8)

In the above equations, [M], [B] and {K] are the mass, damping and stiffness
matrices, raspectively; {un}, {Gn} and {Un} are the displacements, velocities
and accelerations, respectively, at the specified output time t, of the check-
point run, anq At is the initial time step for the restart. {P1} is the load at
time t = t + At and {NO} is the initial non-linear load.

The assumptions represented by Equations (6) through (8) introduce errors
in the restart. These inherent errors may be minimized by selecting the initial
time step in the restart to be the same as the time step used in the checkpoint
run gust before the restart.

EXAMPLES

In order to illustrate the use of the APPEND and CONTINUE features dis-
cussed above, two examples were selected. Example 1 is the analysis of the
transverse vibrations of a 10-cell beam. The finite element model used is
shown in Figure 2. Example 2 i3 the transient analysis of a 1000-cell string
(travelling wave problem). This is the same as NASTRAN Demonstration Problem
No. 9-2-1 (Reference 2). The finite alement model used is shown in Figure 3.
Both these problems were run on the CDC CYBER computer using a post-Level 17.0
version of NASTRAN.
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Discussion of Example 1

All the twenty (20) natural frequencies of the model of Example 1 were
first computed. These are 1isted in Table 1 to facilitate comparison with
subsequent results. In order to illustrate the use of the APPEND feature, a
checkpoiint run was then made using the Inverse Power method and the first eight
modes were computed, These are presented in Table 2. Using the results of
this checkpoint run, restarts were then made under various conditions using dif-
ferent extraction methods. The results obtained are presented in Table 3, As
can be seen, all these restarts involve the retrieval of the eight modes of the
checkpoint run of Table 2.

Discussion of Exampie 2

A transient analysis of the model of Example 2 was first made using twenty
{(20) time steps. (A1) runs for this example were made on Rigid Format 9 using
time steps of 0.0005 seconds.) The displacements for point 10 are listed in
Table 4 to facilitate comparison with subsequent results. In order to illus-
trate the CONTINUE feature, a checkpoint run was then made using only ten (10)
time steps. The displacements for point 10 obtained in this run are presented
in Table 5. As can be seen, these resuits are merely a subset of those in Table
4. The integration of Table & was then CONTINUEd for ten (10) more time steps
by restarting from the Tast output time in Table & (0.005 second). The results
are presented in Table 6. In order to illustrate the resetting of the parameter
NCAL, an additional restart was made by changing the value of NCAL to 6 {from
its original value of 11) and the integration of Table 5 was CONTINUEd for
fifteen {15) more time steps. This thus invalved starting from an initial time
of 0.0025 second. The results of this run are shown in Table 7. A comparison
of the results of Tables 6 and 7 with the corresponding results in Table 4
reveals the inherent.errors caused by the CONTINUE feature.

SUMMARY AND CONCLUSIONS

Two very important and useful features available in Level 17.0 version of
NASTRAN have been described. The first one is the AFPEND feature which is ap-
plicable in the case of real eigenvalue anaiysis. This feature permits the
addition of new eigenvalues and eigenvectors to those already computed in a
previously checkpointed run without re-executing the entire problem. The
second feature is the CONTINUE feature which is appiicable in the case of tran-
sient analysis of coupled equations. This enables thes integration of coupled
equations to be continued beyond the last (or from any earltier intermediate)
output time for which the solutien was abtained in a previously checkpointed
run (without re-executing the entire problem). The use of these two features
has been illustrated by means of two suitable examples.
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Ta

ble 1. Results for Example 1|
{using Givens mathod)

Mode

Natural frequency
{Hz)

v—
CWR~C NN —,

1.591560E-02
6.366879E-02
1.433160E-07
2.550698E-01
3.994578E-01
5.775080E-01
7. 909 61E-0
1.002057E400
1,332764E400
1.766489£+00
2.091890E+00
2.549921L+00
3.0B6530E+00
3.712652E+00
4.440216E+00
5,273030E+00
6.187597E+00
7.097013E+00
7.814544E+00
8.095071£+00

Table 2.

(

Results ef Checkpoint Run of Example 1

using Inverse Power method)

Mode no. " HNatural frequency
in Table ] (Hz)

CA~ITh N LoD~

1.591560E-02
6.366879E-02
1.433160E-01
2.550698E-01
3.994578E-01
5.775080E-01
7.909161E-01
1.042057E+00

Eigenvalue extraction data

F1
F2

0.
1.

n

0 Hz NE = B
2 Hz ND

n

8

ORIGINAL, PAGE I3
OF POOR QUATITY
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TabTe 3.

Results of Restart Runs of Exampie 1 Using Checkpoint Run of Table 2

Inverse Power method

Determinant method

Tridiagor2] Reduction
(FEER) method

Remarks
Vode no. Hatural fregquency Made no. Hatural freguency Hode no. NHatural frequency
in Tablae 1 (Hz) in Table 1 {Hz} in Teble 1 (Hz)
1 1.591560E-02 ] 1.5971560E-02 1 1.591560E~02 :
2 6.366879E-02 Z 6.366879E-02 2 6.366879E-02
3 1.433160E-01 3 1.433160E-01 3 1.433160E-01] Results retrieved
4 2.550698E-01 4 2.5505%82-01 4 2.550698E-01 from the
5 3.994578E-31 5 3.994578E-017 5 3.994578E-01 checkpoint run
6 5.7750B0E-01 6 5.775080E-01 6 5.775080E-01 of Table 2
7 7.908161E-01 7 7.809161E-01 7 7.9091 "1E-D1
3 1.042057E400 8 1.042057E+00 8 1.042057°+00
12 2.589921E+00 10 1.766489E+00 ] 1.332765:H09
13 3.086530E+00 1 2.091820E+00 10 1.766489E+00
14 3.712652E+00 i2 2.549021E+00 11 2.091890GE+00
15 4,4402|6E+00 13 3.0B6530E+00 12 2.549921E+00
16 5.273030E+00 14 3.712652E+00 i3 3.0B6530E+00
17 6.187597E+00 15 4.440216E+00 14 3.712652E+00 Results computed
18 7.097013E+09 15 4.440216E+00 by the
19 7.814544E+00 16 5.273030E+00 method seiected
17 6.187597E+00
18 7.097013E+00
18 7.8145448+00
20 8.035071E+00
Eigenvalue extraction data
F1 = 3.0 Hz NE =8 F1 = 2.0 Hz KE =6 F1 = 5.0 Hz o = 11
F2 = 9.0 Hz ND = 16 F2= 6.0 Hz ND =14




Table 4,

ORIGINAY, p

Rasults for Example 2

Time Tue step Displacement
sQC, ne. of Folut 10
0.0 1 1, 800000F+00
0,0005 2 1,7979270+00
0.0010 K| 1,781 02610
0.0015 i 1, 765303600
D.0020 § 1. 6906056400
. 0025 6 1, 889987CH00
0.0030 1 1.464497E+00
0.0035 8 1.334881F+00
4.0040 9 1.2203420400
0.0046 10 1, 1279216400
0. 0050 1 1, OM9639E+00
0.0065 12 9, 691 645£-01
0. 0060 13 8. 733444E-0)
0.0065 14 1.6073236-01
¢. 0070 15 6.06159C-0
0.0075 146 5.300468E-01
0.0080 7 4.33831E-01
0.0085 18 3,495874E-01
0.0090 19 2.6595ME-0
0.0095 20 1. 7249136-01
¢.0100 N 6.726148E-02
Table 5. Resqlts of Chegkpoint Run of Exampla 2
Tine Time step no. Oisplacemont
{sec.) of Table 4 of Palnt 10
0.0 1 1. 800000E+00
0.0005 2 1. 797 27E4Q0
0.0010 3 1. 787102E+00
0,00156 0] 1.7653036+00
0.0020 5 1. 6R0608E400
D,0025 6 1. 58998700
0.0030 7 1, 4644971+00
£.0035 8 1. 334881E+00
0. 604 9 1. 820342E+00
g.uG 10 13279215400
N 1.009639E+00

0,00

AGE I8
1A Lty
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Table 6. Results of Restart Run of Example 2
Using Checkpoint Run of Tabie !

Tine Time step no. Displacement
(sec.) of Table 4 of Point 10
0.0050 1 1.049639E+00
0.0055 12 9.644270E~-01
0.0060 13 8.673986E-01
0.G068 14 7.575025E-01
6.0070 15 6.432689E-01
0.0075 16 5.357538E-01
0.0080 17 4.405755E-01
0.0085 18 3.543471E-01
0.0090 19 2.677839E-00
0,0095 20 1.729413E-01
0.0100 21 6.9242B4E-02

Table 7.

Results of Restart Run of Example 2 Using Checkpoint Run

of Table 5 and With Parameter NCPL Reset to 6

Time Time step no. Displacement
{sec.) of Table 4 of Point 10
N, 0025 6 1.589987E+00
0.0030 7 1.470335E+00
0,0035 8 1.344657E+00
0.0040 5 1.229273E+00
0.0045 10 1.132560E+00
0.0050 1 1.049933E+00
_0.0085 12 9.6813846-01
0.0060 13 8.746610E-0%
0.0065 ‘14 7.659208E-01
0.0070 15 6.489350E-01
0.007% 16 5.357538E-01
0.0080 17 4,349093E-01
0, 0085 18 3.459289E-01
0.0030 j9 2.605215E-01
0.0095 20 1.692299E-01
0.0100 21

6.859591E-02




ORGANIZATION OF DYHAMIC ANALYSIS
ORIGINAL PAGE 13

OF POOR QUALITY!

Select Problem Type

Y
| Setect Method |

Inverse Power, Determinant or Tridiagonal {Givens) Method

Tridiagonal Reduction (FEER) Hethod ?
Method

Buckling Vibration Modes

Problem Type 7

Yes Resuits to beé No
APPENDed?/
i \
Retrieve Eigenvalues Compute Rigid Body |
and Eigenvectors Modes (if any)
Previously Checkpointed
Y

Extract Figenvalues and
Eigenvectors by the

lMethod Selected

|

Normalize Eigenvectors and
(if required) Form Modal
Mass Matrix

t

( Exit )

Figure 1. Flow Diagram for the Real Eigenvalue Analysis Module, READ.
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r -2 3 4 5 6 7 8 9 10 N

ﬁ;*——‘{)"‘—1g::‘*'C>“""C)"‘=§2:::‘“C)"' 1% O O N\
— f.=%‘-6 Ten BAR elements mw

R
b L me

Parameters:

Length of each BAR element = ¢ = %5 = 1000.0 4n. (25.4 m)

7 psi (6.89877 x 10'0 y/ml)

Young's modulus = Shear modulus = 1,0 x 10
2 4 7 3
Mass density = 0,9869604 1b.-sec“/in.” {1.05475 x 10’ Kg/m®)

Area of cross section of each BAR element = 9,869604 1n.2

= 6.36747 x 1073 a°

Area moments of inertia = 1.0 x 106 h\.4

= 0.41623 m

Figure 2. Representation of 10-Cell Beam of Example )
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ORIGINAL PAGYE |
aF POOR QUALITY

A B Y399 Y1000

N

IR N

u = Mass/Length

1000-Cel] String

i-1 Y i+
; O——AM—O—AM—0 3/
U S L L

Finite Element Model

Parameters:
= 107 {stiffness units) for all 4

= 10 (mass units) for all 4

E &M

m.i=
Loading: .

The initial displacements are given by:

u; = 0.2 (-1} for 221 <1

u; = 0.2 {21-1) for 11 2 1 < N
and

u, = 0.0 for 1 > 21

Figure 3. Representation of 1000-Cell String of Example 2
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EXTENSION OF THE TRIDIAGONAT,
REDUCTION (FEER) METHOD FOR COMPLEX
EIGENVALUE PROBLEMS IN NASTRAN

Malcolm Newman®
Inter-City Testing & Comsulting Corp.

and

Frederick I. Mann*
Buginess and Technological Systems, Inc.

SUMMARY

An extension of the Tridiagonal Reduction (FEER) method in Level 17 of
NASTRAN for complex eigenvalue analysis is described. As in the case of real
eigenvalue analysis, the eigensolutions closest to a selected point in the
eigenspectrum are extracted from a reduced, symmetric, tridiagonal eigenmatrix
whose order is much lower than that of the full-size problem. The reduction
procass is effected automatically, and thus avoids the arbitrary lumping of
masses and other physical quantities at selected grid points. The statement
of the algebraic elgenvalue problem admits mass, damping and stiffness
matrices which are unrestricted in character, i.e., they may be real, symmetric
or unsymmetric, singular or nonsingular.

The basic concepts underlying the method are summarized and special
features, such as the estimation of errors and default modes of operation are
discussed. In addition, the new user-information and error messages, and
optional diagnostic ocutput relating to the complex Tridiagomal Reduction method,
are presented.

Some numerical results and initlal experiences relating to usage in the

NASTRAN enviromment are provided, including comparisons with other existing
NASTRAN methods for complex eigenvalue extractionm.

INTRODUCTICN

The complex Tridiagonal Reduction method is an extension of the FEER
algorithm (Fast Elgenvalue Extraction Routine) for real eigenvalue analysis to

*
Formerly with Analytical Mechanics Associates, Inc.
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complex, algebraic elpenproblem formulations. A specified number of eigen-
values lying closest to a selected point in the complex plane are sought, as
well as the associated elgenvectors. As in the case of real eigenvalue
anulysis (ref. 1), these eigensolutions are extracted from a symmetric, tri-
diagonal elgenmatrix whose order is much lower than that of the full-size
problem. In fact, the size of this canonical, reduced matrix is of the same
order of magnitude as the number of desired roots, even if the discretized
system model possesses thousands of degrees of freedom. The reduction procass
is carried out via an automatic algorithm requiring a finite number of steps.
Thus, a basic weakness of methods requiring the lumping of masses and other
physical quantities at arbitrarily selected degrees of freedom (refs. 2-4) is
aveided in redueing the problem size.

With regard to computational speed, the complex Tridiaponal Reduction
method is somewhat slower than the Hessenberg method (refs. 5 and 6) for
small problems (on the order of one hundred or less degrees of freedom), if
all the existing eigensolutions are to be calculated. However, it becomes
more efficient than the Hessenberg method when the number of requested elgen-
solutions is much less than the full problem size. Moreover, for much larger
problems, the central memory requirement of the Hessenberg method exceeds the
capabilities of wmost large computers, so that it becomes unavailable as a
solution option. This limitation does not exist in the case of the Tri-
diagonal Reduction Method.

The complex Tridiagonal Reduction method employs a single initdial shift
point, and hence only one matrix decomposition 1s required for each neighbor-
hood chosen in the complex plane, It therefore is more efficient than the
complex Inverse Power method, which typically performs many shifts and de-
compositions for each region selected. In addition, both the complex Inverse
Power method and the complex Determinant method require that the user supply
the length and width of rectangular regions in the complex plane, within which
the eigenvalues are desired, as well as the number of estimated roots in each
region. This can be burdensome to the user, who usually does not have
enough advance insight to select these parameters intelligently. An improper
choice (e.g., & strip too wide, or too small an estimate on the number of
roots within the strip) can lead to an inordinately large number of compu-
tations or fallure to extract any roots at all wilthin the allotted machine
time. These disadvantages are eliminated in the complex FEER method, where
the user is only required to select points, closest to which a specified
number of eigensolutions are desired.

The theory and computational procedures for complex analysis depart from
those of real analysis in the following major respects:

1. Both left and right bi-orthogonal vectors must be created in the
process of constructing the reduced tridiagonal matrix.

2. The reduced tridiagonal matrix, while symmetric in form, is, in
general, complex rather than real,

3. The calculated theoretical errors in the computed eigenvalues are
estimates rather than uppexr bounds,
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4, Eigensolutlons closest to one or mare specified points (shift points)
in the complex plane are found. All elgensolutions obtained for
previous shift points are swept out of the problem to prevent their
regeneration yvhen dealing with the current shift point,

AN OVERVIEW OF THE COMPLEX TRIDIAGONAL REDUCTION METHOD

A detalled development of the aralytical and computatlonal procedures,
including programming aspects and flow charts can be found in the NASTRAN
Level 17 Theoretical and Programmer's Manuals., The following is a summary of
the baslc features of the cemplex Tridiagonal Reduction Scheme,

The general complex eigenvalue problem is stated in the form
2
[Mp© -+ Bp + K]{u} = 0 , (1)

where [M], [B], and [X] may be real, complex, symmetric ov unsymmetric,
singular or non-singular. A specified number of eigenvalues, p , lying
closest to a specified point, A5 , (called a shift point) iv the complex
plane are to be found, as well as the associated eigenvectors {u} . The
eligenvalues may include multiplicities. By a suitable transformation, the
above can be expressed in the standard inverse form,

[Al{x} = Alx} , (2)
where [A] is double the size of the sciffness, mass and damping matrices, and
R (3)
o

In the special case where [B] is null (e.g., no damping), the double-size
eigenvalue problem can be aveoided by considering the mathematical eigenvslues
te be p2 and defining

1
2.2
P=A

A=

(4)
in equation (2).

Since the eigenmatrix, [A] , is, in general, unsymmetric, the eigenvectors,
{x} , are orthogonal to the eigenvectors, (X}, of the transpose eigenproblem

TR = AR, (5)
so that for Ai # Aj R
CANCRERIEL 6
The above relationship is a biorthogonality condition and the associated
eigenvectors, [xi} and {¥.} , are called right and left eigenvectors,

respectively. J

A reduction of the order of the eigenvalue problem, equation (2), is
effected through the transformaticn
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nxl nxm ixl

(7a)

and

A = o
{x} = (V] {Y} s

nxl nxm mxl (7b)
where {x} and {%} are approximations of {x} and {x} , respectively,
n i1is the order of the unreduced problem, and m « n . The above trans-
formation matrices are chosen to be bilorthonormai, so that

W1ty = (11 . (8)
From equations (2), (7), and (8), it is seen that
mi{y} = Ky} , (D
where
ml = (M1%a1m (10)
mixm

and A is an approximation of the eigenvalue, A .

Thus, equation (9) is an mth order eigenvalue problem, where m € n .
The value of m Is astablished according to the criteria given later.

As in the case of real eigenvalue analysis (ref. 1), the Lanczos
algorithm is used to construct the transformation watricesg vector by
vector, i.e.,

[v] = [{vl}, vdooonnnlv 11, (11a)
nxm
V) = [y}, 50,4 1, (11b)
nxm

such that the reduced mxm matrix, [K], is tridiagonal and its eigenvalues
accurately approximate the roots of equation (2) having the largest

magnitude (or, equivalently, the physical roots, p , closest to the specified
point of interest, A; , in the complex plane), Using symmetry arguments
similar to those employed for real eigenvalue analysis, it can be shown

that the transformed, reduced eipgenmatrix in equation (9) is tridiagonal and
symmetric, having the form,
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d2 u22 d3
-] ’l_‘
[H] = [V]ITTA][V] = d3\ a33 d4 (12)
hY N
~ \ .
N ~ \\
\ ~ dm
N N
A S
L m nmm__

The matrix coefficients are theovetically given by the simplified recurvence
formulas

ag =% Py

(g 1= v dmay vy b=dytvy )
- i = 1,m (13u)

{"i+l

ISR T R CR B N

}p1/2 } |
41 ORIGINAL PAGE 1S
S POOR QUALITY

T
di+l-{{wi+l} {w

.1
{v, ., }=—— {w, .}
1T d T
i =1, n-1 {13b)
= l =
SO S
= g7 g

where the sequence is initialized by choosing random, biorthonormal starting
vectars for {vl}, {Gl} and by setting d1=0;{v0}={?°}= {o} .

The final off~diagonal term, dm , glven by equations (13) is used in
establishing ervor sstimates for the cimputed eigenvalues, as described below.
In addition, the above algorvithm is modified in the computational scheme as
follows:

1. Each pair of vectors {vi l] {v +l}’ calculated in equations
(13b}), is reorthogonalizei to al} previously computed pairs,
before re-entering equations (13a).

2, 7The size, m , of the reduced problem is a function of the number of
accurate eigenvalues requested by the user and is limited to the num-
ber of finlte phvsical eilpenvalues available.
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The elgenvalues, X , and eigenvectors, {y}, of equation (9) are ex-
tracted using the Q-R iteratilon alpgorithm and eigenvector computational
scheme degcribed in connection with the Upper Hessenberg method in NASTRAN
{(vef, 5). They are then convertad to physical form.

CRITERIA FOR THE S51ZE OF THE
REDUCED EIGENVALUE PROBLEM

The maximum number of finite eigensolutions, including any existing
rigid body modes, is equal to the rank, r , of the elpenmatrix, [A], in
equation (2). Thus, for example, massless degrees of freedom, appearing as
zero diagonal terms in the [M] matrix, will result in singularities {(rank
reduction), which imply infinite physical eigenvalucs, These spurious roots
are swept out of the problem in the complex FEER process, with a consequent
reduction in the available eigensolutions.

A& further consideration in limiting the maximum problem size is that the
user has the option of requesting eigensolutions in the neighborhood of
several shift points (Ap1,A02,...) din the complex plane. In the Tri-
diagonal Reduction method, all eigensolutions, f , obtained for previous
shift polnts are swept out of the problem to prevent theilr re-genera ion when
dealing with *he current shift point. This implies that the maximum possible
size, m , of the reduced problem is further liumited to

Moax =T~ £ . (1L4)
On the basis of rumerical experiments, similar to those cited in
reference 1 for real eigenvalue analysi=x, it has been found that when
m << m , a first grouping of more than m/2 computed eigenvalues closest
me
to the shift point ave in accurate agreement with the corresponding number
of exact eigenvalues, provided that 7 € m € mgpyx . The remaining reduced-
system roots are spread across the remzining exact eigenspectrum. To enhance
the accuracy of the asgociated elgenvectors, the minimum problem size is
further increased teo twelve, again assuming that m<<mg,, .

Thus, if the user requests a total of q eigenvalues closest to a
specified point in the complex plane, the order of the reduced problem is
initiall~ set to

{ =min[(2q+10), (2n-£)1; B]#[0] , (15a)
m

=min{(2q+10},{n-£)] ; [Bl=[0] . (15b)

Although the total number of eigensolutions requested should not exceed

Mpax » there is usually no simple way to discern this upper limit in complex

eigenvalue problems. However, the reorthogonmalization tests are designed to

automatically establish this upper limit. If the latter tests fail for some
vector pair {vi+l} , {Gi+1} , this is an indication that a null vector has
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been generated because mpgx linearly Iindepaendent vectors have already been
obtained. The recurrence algorithm, equations (13), is then terminated and
the order of the eigenprobliem is further reduced to m =1 ,

ERROR ESTIMATES TOR THE
COMPUTED ELGENVALUES

Following a development gimilar to that of reference 1 for real eigen-
value analysis, 1t can be shown that

IIAiI - |Ai|| ~ |dm+lymi‘ . (16)

The above shows that the absolute value of the difference between the com~
puted and true eigenvalue magnitudes 1s proportional te the magnitude of
dp+1  (which is the next off-diagonal term that would be generated had the
reduced triddiagonal matrix, [H] , been increased from order m to order

mtl ) and ypi , (which is the last term im the reduced-system eigenvector
associated with A )

Converting equation (16) to physical eigenvalue form, using equations
(3) and (4), yields,

232, 1443 |
= - Ll = —=3 {o N 17
Ei —Wizsjz;r 1 IR [B] # {0] (17a)
7222 ld oy ]
%ﬁ’ - ‘*—%‘%]%;tmﬂm. (17b)
lpi"AOI i

The use of the above error estimates as criteria for acceptable eigensolutions
is as follows:

(a) If the physical eigenvalue, Ei , corresponds to a zero root (e.g., a
rigid body mode), the above computational scheme 1s invalid and there-~
fore bypassed. Denoting t as the number of digits carried in the
computations, a zero root 1s assumed to occur whenever

L;—iS‘ < 137t3 (18)
where
ris = 2 [[52] + [52] + ..... + B2t (19)
and is denoted by setting the error § to zero.
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(b) The eigenvalues are listed in order of increasing distance from the shift
point, Ao , to determine whether theilr assoclated estimated errors, &y ,
meet an acceptable relative error tolerance set by the user on the EIGC
bulk data card (the default value is 0.10/n, where n is the order of
the stiffness matrix). The first eigenvalue not neeting the tolerance
test, as well as all subsequent elgenvalues further removed from the
center of interest, are considered to lack sufficient accuracy and are
therefore discarded.

(c) Acceptable aigenvalues obtained in the above manner are reordered
according to the magnitude of the imapinary part, with positive values
considered as a group ahead of all negative values.

NASTRAN USER'S INSTRUCTIONS

Figure 1 shows modifications of the EIGC card in the NASTRAN bulk data
deck which accommodate user implementation of the Tridiagonal Reduction method
for complex sigeuvalue analysis. The modifications consist of additions to
the standard user instructions and are underscored for ease in ldentification.

When the complex Tridiagonal Reduction method is invoked, the E
parameter on this card represents the maximum allowable value of the com-
puted absolute relative error in a physical eigenvalue. If this value is
exceeded, the assoclated eigensolution is not accepted for further processing
by NASTRAN. A detailed list of the maximum relative errors computed by com~
plex FEER can be obtained by requesting DIAG 12 in the NASTRAN Executive
Control Deck.

USER MESSAGES AND OPTIONAL DIAGNOSTICS

Functional Module User Messages

The following is a description of the NASTRAN user messages which may
be generated by NASTRAN during the execution of the Complex Tridiagomal
Reduction method and which are unique to this method. Explanatory infor-
mation is provided following the text of each message and, in the case of
a fatal message, corrective action is Indicated. Refer to the NASTRAN
Users' Manual, Section 6 for & complete listing of other syszstem and user
messages.

Fatal messages cause the termination of the execution following the
printing of the message text. These messages will always appear at the
end of the NASTRAN output. Warnine and information messages will appear at
various places in the output stream. Such messages convey only warnings or
information to the user. Consequently, the executlon continues in a normal
manner following the printing of the message text.
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Message List

3149 #%%  USER WARNING MESSAGE 3149, USER SPECIFIED NEIGHB@RHAGD CENTERED
AT @RIGIN N@T ALL@WED, CENLER SHIFTED T@ THE RIGHT .0OL.

Point: of interest in the complex plane (ug{,Wa1), closest to
which the eipenvalues will be computed, was input ag (0.0, 0.0)
on an EIGC bulk data continuation card. 8ince this is an in-
admissible choice, the point automatically used was (.001, 0.0).

3150 #%%  USER WARNING MESSAGE 3150, DESIRED NUMBER @F EIGENVALUES
k%% INVALID. SET = 1.

Number of accurate roots desired Ng1 , was omitted, input as zero
or negative on an BIGC bulk data continuation card. The number
actomatically used was 1.

3151 #%% USER WARNING MESSAGE 3151, DYNAMIC MATRIX I5 SINGULAR
(PCCURRENCE #%#*%) TN NEIGHB@RH@@ID CENTERED AT ##%¥k kikk

Point of interest im the complex plane (Q,q,wa{), closest to
which the eigenvalues will be computed, was input too close to
an eigenvalue on an EIGC bulk data continuatien card. The point
is automatically shifted by adding .02 to both the r=al and
imaginary parts. If the dynamic matrix is still singular, the
next neighborhood, 1if any, is searched.

3152 #¥uk USER.INF¢RMA' #¥ MESSAGE 3152, SUBR@UTINE AﬂLMAT PuUTPUT
EIGENVALUE *n.«% IS NULL.

When an eigenvalue output from subroutine ALLMAT is exactly zero,
the formula for computing the associated theoretical error test
fails. The magnitude of the eigenvalue is considered to be 10-10
for use in that formula.

3153 *%%  USER WARNING MESSAGE 3153, ATTEMPT T¢ NPRMALIZE NULL
VECT@R IN SUBR@UTINE CFEER4. N@¢ ACTION TAKEN.

An eigenvector ocutput f£rom subroutine ALLMAT is a zero-vector.

3154 *%%  USER WARNING MESSAGE 3154, SIZE @§F REDUCED PRUBLEM
DECREMENTED #NCE (N@W #**%*)} DUE T@ NULL ERRPR ELEMENT.

If subroutine CFEER4 receives a reduced tridiagonal matrix having
error element dyyy exactly (0,0), it is impossible to compute
meaningful theoretical error estimates for any of the eigenvalues.
The size of the vreduced problem is reduced by one, so that dp
becomes the new error element.
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3155

3156

3157

3158

3159

3160

3161
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whE

LSS

kEH

k%

dodek

hk%k

Fkk

USER WARNING MESSAGE 3155, REDUCED PREBLEM HAS VANISHED.,
N@ REA@ETS TOUND,

If decrementing the size of the reduced problem (see message
3154) causes the size to become zero, the program continues to
the next neighborhood, if any.

USER WARNING MESSAGE 3156, SIZE @F REDUCED PR@BLEM
REST@RED T¢ *#%%% BECAUSE NEXT ERR@R ELEMENT WAS ALS@
NULL. ERB@R ELEMENT SET = ##&¥& &k¥#

This message follows message 3154. If d,, is also exactly zero
(in additdon to dpyy) being exactly zero), then the original re-
duced problem size is restored and dp4; is set toe (£,0) where
€ = E/100 and E 4is the error tolerance on acceptable eigenvalues
input on the EIGC bulk data card.

USER WARNING MESSAGE 3157, FEER PR@CESS MAY HAVE
CALCULATED FEWER ACCURATE M@DES **#% THAN REQUESTED
IN THE NEIGHBRH@PD @F #ikk &iki

The desired number of eigenvalues specifled on the EIGC bulk
data continuation card exceeds the additional number that can
be calculated by the Complex Tridiagonal Reduction (Complex
FEER) method in the current neighborhood.

USER WARNING MESSAGE 3158, N@ ADDITI@UNAL M@DES CAN BE
FEUND BY FEER IN THE NEIGHB@RH@PD @F #dhsr dkkk

An initial pseudo-random vector cannot be made orthogonal to
the existing set of orthogonal vectors {(which come frow Restart
and from all prior-neighborhcod sets of eigensolutions}.

USER INFJRMATIPN MESSAGE 3159, ALL S@LUTI@NS HAVE BEEN
F@uND .

The TEER method has solved the entire problem. Any addiiional
neighborhoods (1s specified by the presence of EIGC bulk data
continuation cards) are ignored.

USER INFERMATTION MESSAGE 3160, MINIMUM #PEN CORE NYT
USED BY FEER #*%% W@HRDS (**** K BYTES).

This message indicates the amount of open core, in both bytes
and woids, not used by TFEER.

USER WARNING MESSAGE 3161, DESIRED NUMBER @F EIGENS@LU—
TIPNS ##%#% FPR NEIGCHB@RHIED *k#% T *&k* CENTERED AT

®&kk% Kk¥% EXCEEDS THE EXISTING NUMBER #%%%, 6 ALL FEIGENS¢LU-
TI@NS WILL BE S@UGHT.



3162 %%

3163 #*¥%

3164 ik

3165 ##%

3166 #wk

The desired number of eilgenvalues specified on the EIGC bulk data
continuation card exceeds the size of thea elpenmatrix, which is
the maxinum possible number of existing elgenvalues.

USER WARNING MESSAGE 3162, ATTEMPT T@ N@RMALIZE HULL
VECT@R. N@ ACTI@N TAKEN.

The general vector normalization routinc (CFN@RL or CFN@RZ) has
a zero-vector input to it,.

USER WARNING MESSAGE 3163, ALIL #*¥%%% SPLUTIGNS HAVE FAILED
ACCURACY TEST. N RPPTS FEUND.

The number of eigensolutions pasgsing the relative error test is
Zzero. The maximum allowable error for the relative error test
is specified In [ileld 7 of the EIGC bulk data card. A detailed
list of the computed error bhounds could have been obtained by
requesting DIAG 12 in the Executive Contrel Deck.

USER INTHRMATI@N MESSAGE 3164, ALL #¥%% SPLUTIONS ARE
ACCEPTABLE.

All the eigensolutions obtained in the reduced problem correspond-
ing to the point of interest pass the relative error test. The
maximum allowable error for the relative error test is specified
in field 7 of the EIGC bulk data card. A detailed list of the
computed error estimates could have been obtalned by requesting
DIAG 12 dn the Executive Control Deck.

USER INFPRMATIPN MESSAGE 3165, *##% SELUTIPNS HAVE BEEN
ACCEPTED AND **%% SPLUTI@NS HAVE BEEN REJECTED.

Some eilgensolutions passed the relative error test and some
did not.

USER INFERMATI@N MESSAGE 3166, ***% MJRE ACCURATE EIGEN-
SPLUTI@NS THAN THE #*%%% REQUESTED HAVE BEEN F@UND F@R
NEIGHBPRH@@D *#*k (F *%¥%x CENTERED AT ##%k% #%kid%x, USE DIAG
12 T¢ DETERMINE ERR@R ESTIMATES.

The number of elgensolutions passing the relative error test is
greater than the number requested on the corresponding EIGC bulk
data continuation card. The maximum allowable error for the
relative error test is specifiled din field 7 of the EIGC bulk
data card. A detailed list of the computed error estimates
could have been obtained by requesting DIAG 12 in the Executive
Control Deck.
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The Eigenvalue Summary Table

The following summary of the &igenvalue analygis performed, using the
complex Tridiagonal Reduction (FEER) method, is automatically printed:

1. Nunber of eigenvalues extracted.
2. Number of starting points used.

This corresponds to the total number of random starting and restart
vectors used by the complex FEER process for all neighburhoods.

3. Number of starting point moves.
Not used in FEER (set equal to zero).

4, Number of triangular decompositions.
Always equal to the number of points of interest (neighborhoods)
in the complex plane processed by FECR, since ordinarily only
one triangular decomposition is required by FEER for each point of
interest, unless the dynamic matrix is singular at a given point
of interest, in which case an additional decomposition is required
(obtained by moving the point of interest slightly).

5. Total number of vector iterations,

The total number of reorthogonalizations of all the trial vectors
employed.

6. Reason for termination.

(0) All, or more soluctions than the number vegquesited by the user,
have been determined (normal termination).

(1) All neighborhoods have been processed, but FEER has nct obtained
the desired number of roots in each neighborhood, possibly be-
cause they have already been found in cother neighborhoods.

(2) Abnormal termination - either no roets found or none pass the
FEER error test,
Optional Diagnostic Output
The user can obtain special detailed information relating to the
generation of the reduced problem size, the elements of the reduced tri-

diagonal matrix, vector recrthogonalization iterstions, computed error
estimates, order of eigenvalue extraction, and distance of extracted
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elpenvalue from the center of interest by requesting DIAG 12 in the NASTRAN
execubtive control deck,

The meaning of this informacion is explained below in the order in which
it appears in the DIAG 12 output.

RRFAPEERA Y% (FAST EIGENVALUE EXTRACTI@N RAUTINE)*#&%
This header is always prini.-d first.

*FAASTINGLE PRECISI@N W@RDS $F @PEN CPRE NPT USED (SUBRAUTINE XXXX)

*%%% -  Open core not used by subroutine XXXX, in single-precision wards,
AXXX - Either CFCHNTL, CFEER3, or CFEER4. This message appears

three times.

CFCNTL ACCURACY CRITERI@N * (INPUT VALUE#*%)

* — Accuracy criterion, used for rejecting eigensolutions (expressed
as a percentage).

*k ~ Value of accuracy criterion input by the user on the EIGC bulk
data card.

CFCNTL NEICHB@RH@@D * CENTER = #% %% N@.DES.RES. = *¥%% NPNSYM = *kk#

* - Positive integer indicating which neighborhoed, or center of
interest, is currently belng processed.

#% &% ~  Center of interest in the complex plane.

KAk — Number of desired roots for the current neighborhood, input by
the user on the corresponding EIGC bulk data continuation card,

#%%% -~ Indicator which, when nonzevo, forces the program to consider

the matrices as non-symietric, even though they may actually
be symmetric. This is input by the user in field 7 of each
EIGC bulk data continuation card. This input was used during
program checkout of the complex FEER process, and it should
have no affect on the solution. However, the user should leave
fleld 7 blank on each EIGC continuation cavd,

REPRTUACHNALTZATIPN ITERATI@UN * TARGET VALUE = *®%
ERRORS = *&% sk hkk &xd

* — The reorthogonalization iteration-number. This messapge will
appear many times, as the FEER process "cleans up' each trial
vector by forcing it to be as orthogonal as possible to the set
of vectors already computed.

&% - Convergence tolerance, such that the errors must be smaller than
this value. 1In order to avoid taking square roots, the tolerance
and errors are all squared.

Fadk kkk kkd k%%~ Four reorthogomalization errors, the first two of
which correspond to the orthogounality of the current right and
left handed trial vectors, respectively, with respect to all
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previously computed vectors in the current neighborhoed, and the
latter twe of which correspond to the orthogonality of the same
vectors with respect to all elgenvectors previously computed
(restart and prior neighborhoods).

REDUCED TRIDIAGENAL MAT'RTX ELEMENTS RgW *
@FF DIAGENAL = %% %%
DIAGUNAL = *%k Kk

* - The vow number of the (reduced) tridiagonal matrix.
*% *% - Value of the off-diagonal element for that row.
*hk kk% - VYglue of the diagonal element for that row.

Following the printing of several lines contalning reorthogonalization
information and reduced tridiagonal macrix elements, when the FEER process
has finished its computations for the current polnt of incerest, the header
(see above) is printed once again, followed by a table which summarizes all
the elgznsolutions found by FEER. This table has seven columns, as follows:

(1) Solution number. This 1z simply a positive integer 1,2,3,... .

(D Order of extraction. These numbers ifindicate the order in which
the tridiagonal matrix was constructed,

(3) Distance from center. This 1s the distance from the extracted
eligenvalue to the neighborhood center (which is printed above
the table) in the complex plane., The tabular values are sorted
according to increasing distance from the center.

(4) Real part of the extracted eigenvalue.
(5) Imaginary rart of the extracted eigenvalue.

(6) Theoretical error estimate. This value must be smaller than the
Accuracy Criterion (see above) for the eigensolution to be
acceptable.

(7) Status. A single word, "accept" or "reject', to indicate the
result of the accuracy test. A minus sign (-) is added to
"reject" so that the eye can more rapidly distinguish between
the two words.

Finally, this table is printed a second time, but with the rejected
eigensolutions deleted.

For very small problems, there is a Very Detailed Printout (VDP)} option.
This option was originally used to debug the complex FEER logic, and is no
longer required. DIAG 12 must be specified in the executilve control deck to
invoke the VDF option, and furthermore, field 6 of a given EIGC bulk data
continuation card must have a (floating point) value equal to or greater than
the size of the stiffmness matrix. Thus, field 6 of each EIGC continuation
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card should ordinarily be left blank, so that the VDP option will be
suppressed, The actual printed output of this option consists of all
vectors for each step of the complex FEER process, which is too extensive and
detalled for normal user purposes.

NUMERLCAL RESULTS AND COMPARISON WITH
EXLISTING NASTRAN EIGENVALUE METHODS

Test Problem

During the developmental stages of the complex Tridiagonal Reduction
method, a simple three degree of freedom model consisting of the rod and
dashpot system shown in flgure 2, was employed for experimental and check-
out purposes. The elgenvalues of thls system consist of one complex-~
conjugate pailr, one pure imaginary and three zero roots,, the latter
corresponding to rigld-body wmodes.

A comparison of the pevformance of the complex Tridiagonal Reduction
method, the complex Determinant method and the complex Tnverse Power method,
is summarized for this example in table I. In run 1, all six eigensolutions
were successfully found using complex FEER and a single shift point in the
second guadrant of the complex plane; only one triangular decomposition of
the dynamic matrix was vequired. In run 2, using the complex Determinant
method, 29 triangular decompositions were performed and only two, non-zero,
elgenvalues were found, in spite of the fact that wmultiple search regions
were used, including one region encompassing the ovigin. The reason given
for termination in the eigenvalue summary table was that “all predictions
for eipoenvalues are outside the regions specified", even though this was
not the case,

Runs 3-5 were with the complex Inverse Power method, which did not fare
too well in this exercise. A large number of iteratlions were performed, re-
sulting in relatively high CPU and I/0 times., In addition, the first run
yielded only two roots and the remaining two, none at 'L, even thaugh
the seavrch regions selected, while differing from run to run, encompassed
the known eigenvalues.

All the above runs, and those reported below, were performed on the
NASA/GSFC IBM 360/95 computer,

Tidal Frequencies and Modes in Closed, Shallow Basins

Coy survent with the complex FEER development, an independent study was
conducted (ref. 7) to estimate the tidal frequencies and mode shapes in two
of the Great Lakes, namely, Lake Erile and Lake Superior. It was decided to
use a finite-element displacement formulation and the complex eigenvalue
extraction capabilities in NASTRAN for this purpose. The mathematical model-
ing was based on the following assumptions:

fa) Negligible convective accelerations and other nonlinear effects,
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(b) Inviscid, incompressible flow,.
{c)} Negligible vertical veloecity compared to lateral velocities.
(d) The Boussinesq hypothesis of hydrostatic pressure variations,

(e) Sufficilent shallowness to permit integration-averaging through
the depth.

As a consequence of the above simplifications, the Navier-Stokes equations
reduce to the two-dimensilonal form,

By 5o (208)
g-‘;i+gg§+fa=o (20b)
L+ L (i) +-3§§ ) =0 (20¢)
where
u,v = integrated average velocities in the x and y (horizontal)

directions

e = local water height, measured from the mean surface

h = local depth of water, measured from the mean surface

f = the Coriolis parameter, 2Qsin¢ , with ¢ the latitude, and
§ the earth's rotational rate

g = acceleration due to gravity.

Using the Galerkin method, a finite element representation of the above
equations was developed, in which the nodal variables are u , v and [ .

A data-generator code was then written, which generated DMIG card images for
use as NASTRAN input.

The two lakes are shown in figures 3 and 4 and their finite-element
meshes are given In figures 5 and 6. The mesh of Lake Erie contains 8l nodes
and 204 unconstrained degrees of freedom, while the representation of Lake
Superior involves 124 nodes and 299 unconstrained degrees of freedom. These
selections were based on numerical convergence studies with successively
finer meshes, and represent the fineness needed tc abtain two or three
accurate modes,

In the early stages of the study, the complex Inverse Power method was
used, but had to be abandoned because of inconsistencies in the results;
the roots obtained seemed to depend on the search region selected and false
roots were almost always calculated very close to the starting polnt in the
region. A tightening of the convergence criterion "E" on the EIGC bulk data
card was attempted, but this did not resolve the difficulties.
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Some limited success was achieved using the complex Derermi: ..t methed,
but here again, difflculties were encountered, Unless the search region
could be rather carefully and precisely defined, the chances of finding roots
was somewhat remote. The method is apparently quite sensitive in its search
pattern, and does not home-in on a root if there is an extensive search area
to work on,

At some point epproximately nid-way in the study the complex FEER
capability was completed and integrated into NASTRAN, whereupon it was
applied to the tidal mode problem for the lakes. The results obtained were
consistently good. To check their accuracy, changes were nade in the shift
points, mathematical scaling and the number of requested elgensolutions
(i.e., the truncated size of the problem). These variations had only a
negligible effect on the calculated frequencies and mode shapes.

Some timing results for Lake Erile, using complex FEER and the Determinant
method are given in table II. As noted ahove, the Determinant method was
viable only 1f the search vegions were made very small, implying that the
locations of the roots were vether well known in advance.

The Upper Hessenberg method could not be used for these models, since
the maximum region available on the TBM 360/95 was 900K, which would only
permitc a 43 node mesh with this method.

CONCLUDLNG REMARKS

Initial experlences with the complex Tridiapecunal Reduction (FEER)
method indicate that it is very effective in extracting .ny desired number
of accurate complex elgensolutions in the nelghborhood of A selected shift
point on the complex plane. The method automatically computes complex
roots at increasing distances from the selected point until the requisite
number, specified by the user, is obtained. In this respect, a disad-
vantage of the complex Determinant and complex lnverse Power methods,
namely, a very careful delineation of search regions, is eliminated. 1In the
case of multiple shift points, it has been fuund that complex FEER success-
fully sweeps-out elgensolutions obtained for previous shift points and
prevents their regeneration when dealing with the current shift point.

Since the mathematical properties and characteristics of complex
eigenvalue problems are very broad and varled, it should be recognized that
the results reported herein with vegard to computational efficlency and
timing, are only indlcative of a small class of problems. A fuller assess-
ment of the capabilities of this new method can only be obtained followlng
extensive application experiences within the user community.
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TABLE I. COMPARISON OF EIGENVALUE METHODS
FOR ROD-AND-DASHPOT TEST PROBLEM

- e —n
e —

Time, minutes | Region

Run Method CPU 1/0 (X) Comments

Eigensolutions Found: All 6

No. of Triangular Decompositions: 1

Search Reglons: OQne point in Znd
quadrant of complex plane

Reason [or Termination: All solutions
found.

1 Complex |0.151 | 2.262 300
TEER

Eigensolutions Found: 2 (3 vigid body
modes at origin missed)

2 Complex |0.174 2.858 320 [No. of Triangular Decompositions: 29

Determinant Search Regions: 3, around known roots,
including origin

Reason Given for Termination: All
predictions are outslde regions
specified

Eigensolutions Found: 2 (3 rigid
body modes missed)

3 Complex |(0.271 8.997 320 |No., of Triangular Decompositions: 1

Inverse in last search region

Power Search Regions: 3, around known
roots, including oyigin

Reason Given for Termination: Number
of desired roots have been [ound

Eigensolutions Found: None

4 Complex [0.238 4,100 320 |No. of Triangular Decompositions: 4

Inverse in last search region

Power Search Regions: 1, encompassing all
5 existing roots on and above real
axis

Reason Given for Termination: Four
starting point moves while track-
ing a single root

Eigensolutions Found: None

5 Complex |0.149 1.566 320 No. of Triangular Decompositions: 2

Inverse Search Regions: Around origin, in

Power attempt to find rigid-body modes

Reason Given for Termination: Two
successive singularities found
while performing triangular
decomposition
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TABLE IX.

TIMING RESULTS FOR LAKE ERIE TLDAL MODE
CALCULATIONS ~ 81 NODE MODEL

' Time, minutes| Region

Run| Method CPU 1/0 ) Comments
6 accurate modes requested

1 Complex 2.164 | 5.,886)] 700 4 obtained

- FEER

15 accurate modes requested

2 2.425 | 8.5931 350 12 obtained
50 accurate modes requested

3 7.576 (27.,751) 560 54 obtained

4 Complex 6.572 | 8.618] 700 K} @odes obtained; ingufficient time

for more
5 Determinant 5.315% 7,489 700 6 modes obtained; insufficlent time

for more

*Less time used due to a more careful choice of the search region.

438



Input Data Card EIGC

Description:

A

BULK DATA DECK

Complex Eigenvalue Extraction Data

Defines data needed to perform complex eigenvalue analysis

ORIGINAL PAGE IS
OF POOR QUALITY

al b2
%, /‘ /. //
y, / " o
a2 > _]4-%
— N
bl
Format and Example:

1 2 3 4 8 9 10
ELGC SID METH@ED N@RM G C j0 +abc
ELGC 14 DET P@INT 27 1l.-8 ABC
+abc o1 w1 Y1 Wy Jll Nel Ndl P +def
+BC 2.0 5.6 2.0 -3.4 2.0 4 4 DEF

T
tdef ) @o | Ya Y ESY: ) Neo | N4
+EF -5.5 -5.5 5.6 5.6 1.5 6 3
(etc.)
Figure 1. Modifications to the EI3C bulk data card for the Tridiagonal

Reduction Method.
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Field
51D

METH@$D

NORM

N
el

449

Contents
Set identification number (unique integer > Q)

Method of complex eigenvalue extraction, one of the BCD values,
"Inv'", "pET", "HESS” or "FEER"

INV -~ 1Inverse power method

DET - Determinant method

HESS - Upper Hessenberg method

FEER - Tridiagonal Reduction Method

Method for normalizing eigenvectors, one of the BCD values
"MAX" or "P@INT"

MAX - Normalize to a unit value for the real part and a
zero value for the dimaginary part, the component
having the largest magnitude

PPINT - Normalize to a unit value for the real part and a
zero value for the Imaginary part the component de-
fined in fields 5 and 6 ~ defaults to '"MAX" if the
magnitude of the defined component is zero.

Grid or scalar point identification number (Required if and
only if N@RM=P@INT) (Integer>0)

Component number (Requirzd if and only if N@RM="PPINT" and G
is a geometric grid point) (O<integers6)

Convergence criterion (optional) (Real0.0)

For method = "FEER'", error-tolerance on acceptable eigenvalues
in percent (default value is .1l0/n, where n is the order of
the stiffness matrix)

Two complex points defining a line in the complex plane (Real)
For method = "FEER", (uaj’ w,:) _1is a point of interest in the
complex rplane, closest to which the eigenvalues are computed;

ajl + ‘wajl >0 . The point (abj’ wbj) is ignored.

Width of region in complex plane (Real>0.0)
Blank for method = "FEER".

Estimated number of roots in each region (Integer>0)
Ignored for method = "FEER",

Figure 1. Continued



N Desired number of roots in each reglon (Default is 3N )

d} (Integer>0) Desired number of accurate roots for method =
"FEER" (Default dis 1).
Remarks:
1. Each continuation card defines a rectangular search region. For
method = "FEER", the card defines a circular search region, centered

éﬁ (aaj, waj) and of sufficient radius to encompass Ny roots.
Aoy number of repgions may be usea and they may overlap. "Roots in
overlapping regions will not be extracted more than once.

2. Complex eigenvalue extraction data sets must be selected in the Case
Control Deck (CMETH@D=SID) to be used by NASTRAN.

3, The units of o, w and % are radians per unit time.
4, At least one continuation card is required.
5, For the determinant method with no damping matrix, complex conjugates

of the roots found are not printed.

6. See Section 10.4.4.5 of the Theovetical Manual for a discussion of
convergence criteria,

7. For the Upper Hessenberg method, Ny; controls ti .ber of wvectors
computed. Only one continuation card is considere. =ud the (o, w)
pairs, along with the parameters £&§ and Ng1 , are ignored. In-
sufficient storage for HESS will cause the program to switch to INV.

8. The error tolerance, E , for the "FEER" method is with regard to

151_(a€1j ] mai) l

Ipi—(aaj H waj) I

1 for [B] # [0] and

-2
b [pym(a s v )

2
|pi—(aaj ¥ waj)

-1 | for [B] = [O] ,

where Bi is a computed elgenvalue and p, an exact eigenvalue,

Figure 1. Concluded.
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Figure 3.

I1lustration of Lake Erie and the adjacent geography.
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Tllustration of Lake Superlor and its local geography.
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81 Node Finite Element Model for Lake Erie.



finite element model for Lake Superior.
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